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Abstract: We discuss a novel strategy to construct $4 \mathrm{D} \mathcal{N}=0$ stable flux vacua of type II string theory, based on the existence of BPS bounds for probe D-branes in some of these backgrounds. In particular, we consider compactifications where D-branes filling the 4 D space-time obey the same BPS bound as they would in an $\mathcal{N}=1$ compactification, while other D-branes, like those appearing as domain walls from the 4D perspective, can no longer be BPS. We construct a subfamily of such backgrounds giving rise to $4 \mathrm{D} \mathcal{N}=0$ Minkowski no-scale vacua, generalizing the well-known case of type IIB on a warped CalabiYau. We provide several explicit examples of these constructions, and compute quantities of phenomenological interest like flux-induced soft terms on D-branes. Our results have a natural, simple description in the language of Generalized Complex Geometry, and in particular in terms of D-brane generalized calibrations. Finally, we extend the integrability theorems for 10D supersymmetric type II backgrounds to the $\mathcal{N}=0$ case and use the results to construct a new class of $\mathcal{N}=0 \mathrm{AdS}_{4}$ compactifications.
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## 1. Introduction

Most string compactifications to four space-time dimensions built so far preserve at least $\mathcal{N}=1$ supersymmetry. The main reason to focus on supersymmetric, also known as BPS, string vacua is twofold. First, supersymmetric string vacua are relatively easy to construct. The underlying supersymmetry/BPS equations are first order differential equations, whose solutions are known in several instances. Well-known examples include Calabi-Yau compactifications, flux compactifications, calibrated brane configurations, supersymmetric, charged black holes and many more. Second, from the phenomenological point of view, supersymmetric string compactifications are a good starting point, since a promising scenario is to assume that space-time sypersymmetry is broken at the TeV scale, much below a string scale or a compactification scale not far from the Planck mass.

On the other hand we know that supersymmetry is eventually broken in nature: the spectrum of elementary particles is non-supersymmetric and observed astrophysical black holes are not supersymmetric or extremal either. Hence, a stringy realization of everyday physics should involve, in some sense, a non-supersymmetric string vacuum. In contrast
to BPS vacua, non-supersymmetric stable string vacua are very difficult to obtain directly, since one has to solve the full string equations of motion. Even in the supergravity approximation, this implies solving generically cumbersome second order differential equations whose solutions are complicated and to large extent unknown.

In practice, however, one may still hope to break supersymmetry in a controlled, soft way via a 'small perturbation' around a certain supersymmetric background, so that most of the nice properties of the latter are kept. This is essentially the strategy we will adopt in this paper in order to construct non-supersymmetric flux vacua. We will keep some of the good properties of known supersymmetric string solutions, and we will introduce some SUSY-breaking parameters in a controllable way. In a sense to be made precise below, we will consider partially-BPS vacua and, as a result, we will discover that the equations to be solved are essentially still some first order differential equations.

While our philosophy can be applied to general situations, we will first focus on the construction of non-supersymmetric vacua with vanishing vacuum energy, and potentially leading to $\mathcal{N}=0$ compactifications of the no-scale type. More specifically, we will consider type II supergravity vacua with broken supersymmetry which generalize to arbitrary supergravity backgrounds the warped CY/F-theory solutions discussed by Giddings, Kachru and Polchinski (GKP) []]. ${ }^{1}$ One obvious motivation is that, in the past few years, the example provided by GKP has generated a lot of activity in the construction of promising string compactification scenarios, like the so-called KKLT [4] and Large Volume Models [5, leading to de Sitter vacua. Note that in both examples one starts with an $\mathcal{N}=0$ Minkowski no-scale vacuum, which is then modified by the addition of some stringy ingredient (anti-D3-branes and E3-branes in KKLT and $\alpha^{\prime}$ corrections in the Large Volume Models) in order to construct the final $\mathrm{dS}_{4}$ vacuum. It is then reasonable to expect that, by considering generalizations of the GKP construction, one can achieve new ways of constructing de Sitter vacua. These new constructions may have new features, different from the ones mentioned above. Therefore, in the context of the string Landscape, a basic question is which features and predictions of the KKLT and Large Volume scenarios are robust enough to survive this generalization.

Therefore, in analyzing general $\mathcal{N}=0$ vacua, we will use as a prototypical example the class of IIB warped CY/F-theory compactifications discussed in [1]. This example is particularly simple since we can identify the source of SUSY-breaking as a non-zero $\mathcal{G}_{3}^{(0,3)}$ flux component, that can be turned on without modifying the underlying CY/F-theory structure of the compactification. This nice property of the GKP vacua is not expected to be valid in the generic case of type II vacua considered in the present paper, and thus it cannot be used as the leading principle in our analysis. A first task is then to identify a different characterization of $\mathcal{N}=0$ GKP vacua which is more suitable for generalizations.

In this spirit, one may ask how $\mathcal{N}=0$ GKP vacua fit in the scheme of generalized complex geometry, which has already proven to be an organizing principle in the construction of $\mathcal{N}=1$ supergravity vacua. This question is answered in section 2, where the GKP

[^0]properties are rephrased in terms of the physics of probe D－branes in these backgrounds． Indeed，from［6］we know that the supersymmetry conditions for a general flux background are equivalent to requiring that certain kinds of probe D－branes obey a BPS bound．${ }^{2}$ As we will show，this is only partially true in $\mathcal{N}=0$ GKP vacua，where a particular set of D－branes，namely some of those that look like domain－walls from the 4 D viewpoint，no longer obey this BPS bound，and are thus intrinsically unstable in this background．On the other hand，D－branes that fill the 4D spacetime directions or look like strings in 4D still maintain their BPS properties unchanged with respect to the $\mathcal{N}=1$ case．

This observation suggests an immediate way to generalize the GKP construction to other settings．Indeed，instead of considering the whole set of $\mathcal{N}=0$ supergravity compact－ ifications to 4D Minkowski，we may restrict to those where 4D space－filling and string－like D－branes develop a BPS bound，while 4D domain walls will be lacking such a＇BPSness＇ property．The analysis of these backgrounds，which we dub＇Domain Wall SUSY－breaking＇ （DWSB）backgrounds，will be organized as follows：

In section 3 we translate the DWSB pattern in terms of the usual 10D gravitino and dilatino variations，in order to parameterize the space of DWSB backgrounds．Within this parameter space we single out a particular one－parameter subansatz，which despite its simplicity contains the GKP case，and discuss its main features from the point of view of Generalized Complex Geometry（GCG）．${ }^{3}$ In section $⿴ 囗 十 ⺝$ we construct an effective action for compactifications of type II supergravity to 4 D whose extremization is equivalent to the 10D equations of motion，and use it to show that our DWSB subansatz corresponds to 10D vacua provided that some first order differential conditions are satisfied．Moreover， we will see that，by imposing some mild assumptions，such 10D vacua will also be stable， tachyon－free vacua，with an effective potential that suggests a no－scale structure．Such intuition will be confirmed in section 图，where we describe DWSB vacua in a 4D $\mathcal{N}=1$ language by using the formalism of（9）．

As the sections above treat the subject at a rather general and formal level，we pro－ ceed to give explicit realizations，as well as phenomenological applications，of DWSB back－ grounds．In section ${ }^{6}$ we analyze several subfamilies of one－parameter DWSB vacua，some of them related to those obtained in 10 from a 4D－like approach．We find good agreement with the results of［10］，except for some extra constraints arising from the 10D equations of motion．In section 7 we give explicit examples of these subfamilies of vacua，and in sec－ tion 8 we perform a soft－term analysis for certain D－branes on them．Finally，in section 9 we explore the possibility of adding anti－D－branes in DWSB vacua．

Note that the strategy followed above does not rely on compactifying to a flat 4D space． In fact，thanks to the results of［11］，it is straightforward to apply the DWSB concept to compactifications to $\mathrm{AdS}_{4}$ ，as discussed in section 10．There we also generalize the DWSB

[^1]pattern for those backgrounds where probe D-strings do not necessarily have a BPS bound.
Finally, in the last part of the paper we turn to a different, complementary approach to the construction of $\mathcal{N}=0$ vacua, based on the integrability techniques of (12-14. Although these techniques have so far only been applied to $\mathcal{N}=1$ backgrounds, it will be shown in section 11 that they can be extended to the $\mathcal{N}=0$ case. As in the case of DWSB backgrounds, it turns out that the presence of a BPS bound is a key ingredient of integrability when localized sources are present in the background. Roughly-speaking, the main idea of this approach is the factorization of the second-order equations of motion into two first-order equations involving spinorial quantities. As an illustration, in section 11.4 we use this method to construct a class of non-supersymmetric vacua of the form $\mathrm{AdS}_{4} \times \mathcal{M}_{6}$, where $\mathcal{M}_{6}$ can be any nearly-Kähler manifold.

Several details and technical computations are relegated to the appendices. In appendix A we provide the supergravity conventions and definitions used in the main text. In appendix $B$ we describe in detail how the brane BPSness conditions, expressed in terms of $\mathrm{SO}(6,6)$ pure spinors, are related to the more familiar 10D gravitino and dilatino variations. In appendix $\square$ we discuss how to express the scalar curvature of a six-dimensional manifold in terms of its pure spinors. Appendix $\mathbb{D}$ is dedicated to argue how the results of the paper apply to non-geometric backgrounds as well. Finally, appendix 国 contains the details of the derivation of the integrability conditions of section 11, while appendix E $^{\text {B }}$ applies the techniques of that section to prove the integrability of GKP vacua.

## 2. $\mathcal{N}=0$ flux vacua and D -brane stability

The purpose of this section is to identify the key features of $\mathcal{N}=0$ GKP vacua (1] that have a natural generalization in the context of type II supergravity. For instance, a basic property of such vacua is that they admit orientifolds and stable D-branes. As shown below, in the GCG language D-brane stability is rephrased as the existence of certain background calibrations, of the kind discussed in [15, [5, [16]. ${ }^{4}$ While the existence of such calibrations is guaranteed for $\mathcal{N}=1$ backgrounds [6, 11], this is not true for $\mathcal{N}=0$ vacua. Only a subset of $\mathcal{N}=0$ vacua contains such D-brane calibrations and, in order to generalize $\mathcal{N}=0$ GKP vacua, we will restrict to this subset. ${ }^{5}$

Having D-brane calibrations in our background is, of course, also a basic requirement for model building, for we need stable D-branes in order to embed the Standard Model in a type II construction. Interestingly, as we will argue in sections $\begin{aligned} & 6 \\ & \text { and 11, they also }\end{aligned}$ constitute a key ingredient to simplify the analysis of the full supergravity equations of motion. Finally, although in this section we will restrict to compactifications to flat space, the same ideas can be applied to $\mathcal{N}=0$ compactifications to $\mathrm{AdS}_{4}$, a case which we will address in section 10 .

[^2]
### 2.1 GKP vacua as calibrated backgrounds

Let us begin our analysis by showing how the $\mathcal{N}=0$ warped Calabi-Yau/F-theory flux vacua of [1] fit in the general picture of D-brane calibrations. In constructing such vacua, one assumes a 10D spacetime of the form $X_{10}=\mathbb{R}^{1,3} \times{ }_{\omega} \mathcal{M}_{6}$. In the string frame, the 10D metric has the form

$$
\begin{equation*}
\mathrm{d} s_{10}^{2}=e^{2 A(y)} \mathrm{d} x^{\mu} \mathrm{d} x_{\mu}+e^{-2 A(y)+\Phi(y)} \hat{g}_{m n}(y) \mathrm{d} y^{m} \mathrm{~d} y^{n} \tag{2.1}
\end{equation*}
$$

where $\hat{g}$ is an F-theory metric on the internal space, with associated Kähler form $\hat{J}$ and normalized holomorphic (3,0)-form $\Omega_{0}=e^{\Phi / 2} \hat{\Omega}$ satisfying

$$
\begin{equation*}
\frac{1}{3!} \hat{J} \wedge \hat{J} \wedge \hat{J}=-\frac{i}{8} e^{-\Phi} \Omega_{0} \wedge \bar{\Omega}_{0} \tag{2.2}
\end{equation*}
$$

In the limit of constant dilaton, $\hat{g}$ is a standard $\mathrm{CY}_{3}$ metric. Then, one finds that a class of supergravity backgrounds is given by the following conditions

$$
\begin{align*}
\hat{*}_{6} \mathcal{G}_{3} & =i \mathcal{G}_{3}  \tag{2.3a}\\
\mathrm{~d}(4 A-\Phi) & =e^{4 A-\Phi} \hat{*}_{6} F_{5}  \tag{2.3b}\\
\bar{\partial} \tau & =0 \tag{2.3c}
\end{align*}
$$

where ${ }^{6} \mathcal{G}_{3} \equiv F_{3}+i e^{-\Phi} H$ and $\tau \equiv C_{0}+i e^{-\Phi}$ is the type IIB axio-dilaton. ${ }^{7}$ Here we express everything in terms of internal RR-field strengths $F_{k}$, which in absence of sources are locally defined by $F=\sum_{k} F_{k}=\mathrm{d}_{H} C=(\mathrm{d}+H \wedge) \sum_{k} C_{k}$. Considering the Bianchi identities in addition to the above equations and assuming the saturation of a BPS bound for sources localized in $\mathcal{M}_{6}$

$$
\begin{equation*}
\frac{1}{4}\left(T_{m}^{m}-T_{\mu}^{\mu}\right)^{\mathrm{loc}} \geq T_{3} \rho_{3}^{\mathrm{loc}} \tag{2.4}
\end{equation*}
$$

one gets a IIB supergravity vacuum. If furthermore

$$
\begin{equation*}
\Omega_{0} \wedge \mathcal{G}_{3}=0 \tag{2.5}
\end{equation*}
$$

then the vacuum is supersymmetric. The imaginary-self-duality (ISD) condition (2.3a) is satisfied by 3 -forms of type $(0,3)$, primitive $(2,1)$ and non-primitive $(1,2) .{ }^{8}$ We can exclude this last possibility by assuming the primitivity condition $\hat{J} \wedge H=0$, that arises from supersymmetry [2]. Finally, the condition (2.5) would also eliminate the $(0,3)$ component, leaving just a $(2,1)$ primitive flux $\mathcal{G}_{3}$.

In the following, we would like to characterize this class of vacua from a somewhat different viewpoint: the existence of a BPS/stability bound, analogous to (2.4), for the localized sources. Indeed, in [1] the bound (2.4) was argued to be satisfied and saturated by D3-branes and appropriate D7-brane configurations, and one may wonder when an

[^3]analogous statement can be made for other $\mathcal{N}=0$ vacua. As we will see, answering this question naturally suggests how to extend the GKP construction to more general settings.

Let us start by rewriting the conditions (2.3) in a different form, along the lines of the approach pioneered in [18] to analyze $\mathcal{N}=1$ vacua. First, we observe that the total (democratic) 10D RR field-strength $F^{\text {tot }}=\sum_{k} F_{k}^{\text {tot }}$ has the form

$$
\begin{equation*}
F^{\mathrm{tot}}=F+\mathrm{d} x^{0} \wedge \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{3} \wedge e^{4 A} \tilde{F} \tag{2.6}
\end{equation*}
$$

with the 'electric' components given by

$$
\begin{equation*}
\tilde{F}=\tilde{*}_{6} F \tag{2.7}
\end{equation*}
$$

where $\tilde{*}_{6}$ is a signed Hodge star operator defined in appendix A (see eq. (A.21)). Denoting the internal metric of the background by $g=e^{-2 A+\Phi} \hat{g}$ and the associated (non-closed) Kähler form by $J=e^{-2 A+\Phi} \hat{J}$, the equations (2.3) can be rewritten as

$$
\begin{align*}
\mathrm{d}_{H}\left[e^{4 A-\Phi} \operatorname{Re}\left(e^{i J}\right)\right] & =e^{4 A} \tilde{F} & \text { gauge BPSness }  \tag{2.8a}\\
\mathrm{d}_{H}\left[e^{2 A-\Phi} \operatorname{Im}\left(e^{i J}\right)\right] & =0 & \text { D-string BPSness } \tag{2.8b}
\end{align*}
$$

where even the assumption that $\hat{J}=e^{2 A-\Phi} J$ is closed follows from the second equation.
We have dubbed the differential equations above in terms of their 4D physical interpretation. Both equations in (2.8) imply that there is a BPS lower bound for the energy of space-time filling and string-like D-branes, respectively, which is saturated for those Dbranes calibrated by (2.9) below. As a result, thanks to (2.8) calibrated D-branes appear in the 4D effective theory as stable gauge theories and string-like defects. ${ }^{9}$

Let us see how this works, following [15, 6]. First, note that (2.8) is the kind of condition that a background needs to satisfy in order to contain generalized calibrations for D-branes. In particular, (2.8) are relevant for those D-branes that fill either all four or exactly two dimensions in $\mathbb{R}^{1,3}$, their calibrations being

$$
\begin{equation*}
\omega^{(\mathrm{sf})}=e^{4 A-\Phi} \operatorname{Re}\left(e^{i J}\right) \quad \text { and } \quad \omega^{(\text {string })}=e^{2 A-\Phi} \operatorname{Im}\left(e^{i J}\right) \tag{2.9}
\end{equation*}
$$

respectively. Indeed, one can check that (as in the supersymmetric case of [6]) D-branes filling two or four dimensions of $\mathbb{R}^{1,3}$ satisfy the local bound ${ }^{10}$

$$
\begin{equation*}
\mathcal{E}_{\mathrm{DBI}}(\Sigma, \mathcal{F}) \geq\left[\left.\omega\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\mathrm{top}} \tag{2.10}
\end{equation*}
$$

pointwise for any pair $(\Sigma, \mathcal{F})$ of an internal $p$-cycle $\Sigma$ with worldvolume flux $\mathcal{F}$ on it. Here $\mathcal{E}_{\text {DBI }}$ denotes the DBI energy density

$$
\begin{equation*}
\mathcal{E}_{\mathrm{DBI}}(\Sigma, \mathcal{F})=e^{q A-\Phi} \sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)} \mathrm{d} \sigma \tag{2.11}
\end{equation*}
$$

[^4]where $q=4$ for space-filling branes and $q=2$ for D-strings. From this bound, one can identify the potential BPS D-branes as those satisfying
\[

$$
\begin{equation*}
\mathcal{E}_{\mathrm{DBI}}(\Sigma, \mathcal{F})_{\mathrm{BPS}}=\left[\left.\omega\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\mathrm{top}} \tag{2.12}
\end{equation*}
$$

\]

Second, and again as in the $\mathcal{N}=1$ case, one can easily show that D-branes satisfying (2.12) minimize their four-dimensional potential energy

$$
\begin{equation*}
\mathcal{V}(\Sigma, \mathcal{F})_{\mathrm{BPS}} \leq \mathcal{V}\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right) \tag{2.13}
\end{equation*}
$$

with respect to any configuration $\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right)$ continuously connected to $(\Sigma, \mathcal{F})_{\mathrm{BPS}} .{ }^{11}$ For this to be true, however, the background has to satisfy the differential equations (2.8), which in terms of the calibrations (2.9) read

$$
\begin{equation*}
\mathrm{d}_{H} \omega^{(\mathrm{sf})}=e^{4 A} \tilde{F} \quad \text { and } \quad \mathrm{d}_{H} \omega^{(\text {string })}=0 \tag{2.14}
\end{equation*}
$$

and which lead to the BPS bound (2.13). For instance, for space-filling/gauge D-branes we have

$$
\begin{align*}
\mathcal{V}(\Sigma, \mathcal{F})_{\mathrm{BPS}} & =\int_{\Sigma}\left[\mathcal{E}_{\mathrm{DBI}}(\Sigma, \mathcal{F})_{\mathrm{BPS}}+\mathcal{E}_{\mathrm{CS}}(\Sigma, \mathcal{F})_{\mathrm{BPS}}\right]=\left.\int_{\Sigma}\left(\omega-C^{\mathrm{el}}\right)\right|_{\Sigma} \wedge e^{\mathcal{F}} \\
& =\left.\int_{\Sigma^{\prime}}\left(\omega-C^{\mathrm{el}}\right)\right|_{\Sigma^{\prime}} \wedge e^{\mathcal{F}^{\prime}} \leq \int_{\Sigma^{\prime}}\left[\mathcal{E}_{\mathrm{DBI}}\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right)+\mathcal{E}_{\mathrm{CS}}\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right)\right] \\
& =\mathcal{V}\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right) \tag{2.15}
\end{align*}
$$

where the 'electric' RR potential $C^{\mathrm{el}}$ is defined by $\mathrm{d}_{H} C^{\mathrm{el}}=e^{4 A} \tilde{F}$ and (2.14) is used in going from the first to the second line. The case of D-strings is analogous, but without CS contribution.

Although the results above are general, for wCY/F-theory vacua $\omega^{(\text {sf })}$ and $\omega^{(\text {string })}$ take the particular form (2.9). Plugging $\omega^{(\text {sf })}$ into (2.12), one can see that the BPS bound for space-filling D-branes can only be satisfied by D3-branes and D7-branes with appropriate orientation. More precisely, it is always satisfied for D3-branes, while it requires the D7branes to wrap an internal holomorphic 4-cycle with a primitive $(1,1)$ world-volume flux $\mathcal{F}$, just like in $\mathcal{N}=1$ GKP backgrounds [19]. Similarly, one obtains that 4D BPS D-strings arise from, e.g., a D3-brane wrapping a holomorphic 2-cycle with $\mathcal{F}=0$.

To sum up, the GKP conditions (2.3) can be restated in the form (2.8) that corresponds to the differential conditions for the existence of calibrations for space-filling and string-like D-branes. These calibrations provide a background structure that automatically ensures the stability of a D-brane or a D-brane configuration satisfying the bound (2.12). This is completely identical to what happens for BPS D-branes on supersymmetric backgrounds, since all the arguments rely on the same equations. However, in the supersymmetric case we also have the additional condition (2.5) and it is natural to ask if it has a similar interpretation in terms of calibrations.

To arrive at such an interpretation let us, using the ISD property of $\mathcal{G}_{3}$, rewrite the SUSY condition (2.5) as $H \wedge \Omega_{0}=0$. We can now make the assumption that $\mathrm{d} \Omega_{0}=0$ and

[^5]combine it with $H \wedge \Omega_{0}=0$ into the condition $\mathrm{d}_{H} \Omega_{0}=0$. In this form, the supersymmetry condition (2.5) can indeed be related to a calibration, now corresponding to D-branes filling $1+2$ dimensions in $\mathbb{R}^{1,3}$, i.e. domain walls. The associated calibration in this case is given by [6]
\[

$$
\begin{equation*}
\omega^{(\mathrm{DW})}=\operatorname{Re}\left(e^{i \theta} \Omega_{0}\right) \tag{2.16}
\end{equation*}
$$

\]

where $\theta$ is a constant phase specifying the $\mathcal{N}=1 / 2$ preserved by the domain wall. Hence, the presence of $\mathcal{G}_{3}^{(0,3)}$ can be equivalently characterized by the supersymmetry breaking condition

$$
\begin{equation*}
\mathrm{d}_{H} \Omega_{0}=H \wedge \Omega_{0} \neq 0 \quad \text { DW (non)BPSness } \tag{2.17}
\end{equation*}
$$

We then see that, while $\omega^{(\mathrm{DW})}$ always satisfies (2.10) (with $q=3$ in (2.11)), if the supersymmetry is broken by $\mathcal{G}_{3}^{(0,3)}$ then $\mathrm{d}_{H} \omega^{(\mathrm{DW})}=0$ will be violated. As a result, for domain-walls the stability argument (2.15) above cannot be straightforwardly repeated.

### 2.2 Extensions to generalized settings

Given the observations above, we would now like to discuss the possible generalizations thereof. Consider a generic configuration with 10D space-time $X_{10}=\mathbb{R}^{1,3} \times{ }_{\omega} \mathcal{M}_{6}$ and 10D metric

$$
\begin{equation*}
\mathrm{d} s^{2}=e^{2 A(y)} \mathrm{d} x^{\mu} \mathrm{d} x_{\mu}+g_{m n} \mathrm{~d} y^{m} \mathrm{~d} y^{n} \tag{2.18}
\end{equation*}
$$

and RR fields that split as in (2.6). As in the supersymmetric case, we assume the existence of globally defined (generically non-Killing) spinors that endow the internal space with an $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure. This $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure can be alternatively characterized by the two internal $\mathrm{SO}(6,6)$ pure spinors $\Psi_{1}$ and $\Psi_{2}$, which are complex polyforms (see appendix $\Delta$ for definitions). $\Psi_{1}$ and $\Psi_{2}$ define the real polyforms

$$
\begin{equation*}
\omega^{(\mathrm{sf})}=e^{4 A-\Phi} \operatorname{Re} \Psi_{1}, \quad \omega^{(\mathrm{string})}=e^{2 A-\Phi} \operatorname{Im} \Psi_{1}, \quad \omega^{(\mathrm{DW})}=e^{3 A-\Phi} \operatorname{Re}\left(e^{i \theta} \Psi_{2}\right) \tag{2.19}
\end{equation*}
$$

that satisfy the algebraic bound (2.10) [6, 20].
In the supersymmetric case, the bulk supersymmetry conditions can be written completely in terms of $\Psi_{1}$ and $\Psi_{2}$ [18] - see eqs. (A.28) with $w_{0}=0$ - and automatically imply that all three polyforms in (2.19) are proper calibrations, satisfying the appropriate differential conditions [6, 20]. So, in order to generalize the GKP example above we will consider backgrounds that, although non-supersymmetric, still admit properly defined calibrations $\omega^{(\mathrm{sf})}$ and $\omega^{\text {(string) }}$, as in section 2.1. This means that the differential conditions

$$
\begin{align*}
\mathrm{d}_{H} \omega^{(\text {sf })} & =\mathrm{d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right) & =e^{4 A} \tilde{F} & \text { gauge BPSness }  \tag{2.20a}\\
\mathrm{d}_{H} \omega^{(\text {string })} & =\mathrm{d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right) & =0 & \text { D-string BPSness/D-flatness } \tag{2.20b}
\end{align*}
$$

should be satisfied, as in the supersymmetric case. As already indicated in (2.20b), the D-string BPSness condition can also be interpreted as a 4D D-flatness condition [g].

Note that, since $\tilde{*}_{6}^{2}=-1$ when acting on forms of any degree, the relation (2.7) allows to write the gauge BPSness condition (2.20a) as an imaginary anti-self-duality (IASD) condition. Indeed, defining the polyform

$$
\begin{equation*}
\mathcal{G}:=F+i e^{-4 A} \mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right) \tag{2.21}
\end{equation*}
$$

it is easy to see that

$$
\begin{equation*}
\tilde{*}_{6} \mathcal{G}=-i \mathcal{G} \quad(\mathrm{IASD}) \quad \Leftrightarrow \quad \text { gauge BPSness } \tag{2.22}
\end{equation*}
$$

The IASD condition (2.22) relates forms of different degree, with the only exception of the 3 -form $\mathcal{G}_{3}$ in type IIB, for which (2.22) reduces to a more familiar ISD condition

$$
\begin{equation*}
*_{6} \mathcal{G}_{3}=i \mathcal{G}_{3} \quad \text { IIB 3-form ISD } \tag{2.23}
\end{equation*}
$$

that incorporates the GKP condition (2.3a) as a special subcase.
To summarize, in the following we will consider backgrounds satisfying both equations in (2.20), which can be merged into

$$
\begin{equation*}
e^{-2 A+\Phi} \mathrm{d}_{H}\left(e^{2 A-\Phi} \Psi_{1}\right)=-2 \mathrm{~d} A \wedge \operatorname{Re} \Psi_{1}+\tilde{*}_{6} F \quad \text { gauge \& D-string BPSness } \tag{2.24}
\end{equation*}
$$

On the other hand, the supersymmetry breaking will be characterized by

$$
\begin{equation*}
\mathrm{d}_{H} \omega^{(\mathrm{DW})}=\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)=\{\text { susy-breaking terms }\} \quad \text { DW (non)BPSness } \tag{2.25}
\end{equation*}
$$

which implies that $\omega^{(\mathrm{DW})}$ is not a well-defined calibration. We will dub such class of backgrounds as Domain-Wall SUSY-breaking backgrounds, or DWSB backgrounds for short.

Finally, note that everything reduces to the GKP subcase of section 2.1 if we set

$$
\begin{equation*}
\Psi_{1}^{(\mathrm{GKP})}=e^{i J} \quad \Psi_{2}^{(\mathrm{GKP})}=e^{-3 A+\Phi} \Omega_{0} \tag{2.26}
\end{equation*}
$$

so that (2.20) reduces to (2.8), while the supersymmetry breaking (2.25) has the specific form (2.17).

## 3. DWSB backgrounds

From the very definition of DWSB vacua in terms of calibrations, one can easily deduce several common features in their 4 D effective theory. ${ }^{12}$ For instance, the gauge BPSness condition (2.20a) will imply that space-time filling D-branes yield 4D gauge theories without tachyons in the adjoint representation. The D-string BPSness condition (2.20b), in turn, forbids fluxes to generate non-vanishing D-terms [9]. These features are of course all present in $\mathcal{N}=0$ GKP vacua, ${ }^{13}$ which however display much more specific features like the wellknown 4D no-scale structure, a particular pattern of SUSY-breaking soft terms, etc. One

[^6]may thus wonder whether such specific features can be generalized and, if so, whether they constitute a substantial fraction of the set of DWSB vacua.

In this context, a popular approach to address these questions has been the use of the 4 D effective Kähler potential and superpotential, that produce an effective potential and a certain soft-term pattern via the usual 4D supergravity formulæ. While the results of such strategy are quite encouraging, it is important to bear in mind that they neglect key ingredients of flux compactifications like warping effects, that modify non-protected quantities like the Kähler potential even in the well-known warped Calabi-Yau case [22] (see [9, 23]-25] for explicit proposals for these corrections, and [26] for further evidence). In addition, the effective approach relies on the knowledge of the light fields of the theory, which, beyond the Calabi-Yau approximation, is not usually available. ${ }^{14}$

We would then like to generalize the features of GKP $\mathcal{N}=0$ vacua from a fully 10D perspective, not necessarily tied up to any dimensional reduction scheme. In this spirit, we will first express the DWSB ansatz of the previous section in terms of the more familiar 10D dilatino and gravitino variations, in order to parameterize the space of DWSB backgrounds. As we will see, such parameter space is quite involved and so, in order to achieve interesting physics via a more tractable ansatz, we will single out a subfamily of DWSB backgrounds where the r.h.s. of (2.25) depends on a single complex parameter, and where the internal space $\mathcal{M}_{6}$ can be understood as a generalized foliation. Despite this simplification we will show that our one-parameter subansatz contains the set of GKP vacua, as well as many other families of vacua that will be analyzed in section 国.

### 3.1 Generic DWSB

In general, an $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure is specified by two internal chiral spinors $\eta_{1}$ and $\eta_{2}$, which define a ten dimensional bispinor $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)^{T}$ via

$$
\begin{equation*}
\epsilon_{1}=\zeta \otimes \eta_{1}+\text { c.c. } \quad \epsilon_{2}=\zeta \otimes \eta_{2}+\text { c.c. } \tag{3.1}
\end{equation*}
$$

In $\mathcal{N}=1$ supergravity backgrounds $\epsilon$ is identified with the ten dimensional supersymmetry generator. In our case, since we are assuming an approximate supersymmetry, such $\epsilon$ should also exist, although it will of course not satisfy the usual Killing equations. If we restrict ourselves to 4D Poincaré invariant backgrounds, we will generically have ${ }^{15}$

$$
\begin{align*}
\delta \psi_{\mu}^{(1)} & =\frac{1}{2} e^{A} \hat{\gamma}_{\mu} \zeta \otimes \mathcal{V}_{1}+\text { c.c. } & \delta \psi_{\mu}^{(2)} & =\frac{1}{2} e^{A} \hat{\gamma}_{\mu} \zeta \otimes \mathcal{V}_{2}+\text { c.c. } \\
\delta \psi_{m}^{(1)} & =\zeta \otimes \mathcal{U}_{m}^{1}+\text { c.c. } & \delta \psi_{m}^{(2)} & =\zeta \otimes \mathcal{U}_{m}^{2}+\text { c.c. } \\
\Delta \epsilon_{1} & =\zeta \otimes \mathcal{S}_{1}+\text { c.c. } & \Delta \epsilon_{2} & =\zeta \otimes \mathcal{S}_{2}+\text { c.c. }
\end{align*}
$$

where $\mathcal{V}_{1,2}, \mathcal{U}_{m}^{1,2}$ and $\mathcal{S}_{1,2}$ are internal spinors parametrizing the supersymmetry breaking. Their explicit form in terms of $\eta_{1}$ and $\eta_{2}$, as well as most of the technical computations performed in this subsection is relegated to appendix B.

[^7]By restricting to backgrounds satisfying (2.24), the SUSY-breaking spinors $\mathcal{V}_{1,2}, \mathcal{S}_{1,2}$, $\mathcal{U}_{m}^{1,2}$ will be constrained. The obtained DWSB pattern turns out to be (see appendix B)

$$
\begin{align*}
\mathcal{V}_{1} & =r \eta_{1}^{*} & \mathcal{V}_{2} & =r \eta_{2}^{*} \\
\mathcal{S}_{1} & =-r \eta_{1}^{*}+p_{m}^{2} \gamma^{m} \eta_{1} & \mathcal{S}_{2} & =-r \eta_{2}^{*}+p_{m}^{1} \gamma^{m} \eta_{2} \\
\mathcal{U}_{m}^{1} & =p_{m}^{1} \eta_{1}+q_{m n}^{1} \gamma^{n} \eta_{1}^{*} & \mathcal{U}_{m}^{2} & =p_{m}^{2} \eta_{2}+q_{m n}^{2} \gamma^{n} \eta_{2}^{*} \tag{3.3}
\end{align*}
$$

with the following extra constraints

$$
\begin{align*}
\operatorname{Re} p_{m}^{1} & =0=\operatorname{Re} p_{m}^{2} \\
\left(1+i J_{1}\right)^{k}{ }_{n} q_{m k}^{1} & =0=\left(1-i J_{2}\right)^{k}{ }_{m} q_{k n}^{1}{ }^{1} \\
\left(1+i J_{2}\right)^{k}{ }_{n} q_{m k}^{2}=0 & =\left(1-i J_{1}\right)^{k}{ }_{m} q_{k n}^{2} \tag{3.4}
\end{align*}
$$

where $J_{1}, J_{2}$ are the (almost) complex structures defined by $\eta_{1}, \eta_{2}$, respectively.
Plugging this into the DW BPSness condition, we obtain that the r.h.s. of (2.25) has the form

$$
\begin{align*}
e^{-3 A+\Phi} \mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)= & \operatorname{ir}(-)^{\left|\Psi_{2}\right|} \operatorname{Im} \Psi_{1}+\frac{1}{2} q_{m n}^{1} \gamma^{n} \Psi_{1}^{*} \gamma^{m}-\frac{1}{2} q_{m n}^{2} \gamma^{m} \Psi_{1} \gamma^{n} \\
& +\left[\left(p^{2}-p^{1}\right)^{m} \iota_{m}+\left(p^{1}+p^{2}\right)_{m} \mathrm{~d} y^{m} \wedge\right] \Psi_{2} \tag{3.5}
\end{align*}
$$

where $\left|\Psi_{2}\right|$ is the degree $\bmod 2$ of the polyform $\Psi_{2}$. Note that the generalized complex structure defined by $\Psi_{2}$ is integrable if and only if the susy-breaking parameters $r$ and $q_{m n}^{1,2}$ are vanishing [28].

### 3.2 One-parameter DWSB

It is useful to further restrict the generic DWSB ansatz above to a simpler and more tractable one. In the following, we will consider a simple subfamily of DWSB backgrounds, which still contains the GKP case, where the SUSY-breaking ansatz (3.3) depends on just one parameter, $r$. As usual, this choice of 10D subansatz will be reflected in the 4D effective theory, and more precisely in the structure of 4D F-terms. We will come back to the 4D interpretation of this ansatz in section 5 , where we will show that these one-parameter backgrounds are, in fact, no-scale vacua.

Let us then constrain the above ansatz (3.3) by first setting $p_{m}^{i}=0$, and then by expressing the complex parameters $q_{m n}^{i}$ in terms of the complex parameter $r$ as

$$
\begin{align*}
\mathcal{V}_{1} & =-\mathcal{S}_{1} & =r \eta_{1}^{*} & \mathcal{V}_{2}
\end{align*}=-\mathcal{S}_{2}=r \eta_{2}^{*}, ~ \mathcal{U}_{m}^{2}=-\frac{1}{2} r \Lambda_{m}{ }^{n} \gamma_{n} \eta_{2}^{*} .
$$

where $\Lambda$ is an $O(6)$ rotation matrix. This DWSB subansatz thus reads, in terms of the DW (non)BPSness equation (2.25):

$$
\begin{equation*}
\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)=i r e^{3 A-\Phi}\left[(-)^{\left|\Psi_{2}\right|} \operatorname{Im} \Psi_{1}+\frac{1}{2} \Lambda_{m n} \gamma^{m}\left(\operatorname{Im} \Psi_{1}\right) \gamma^{n}\right] \tag{3.7}
\end{equation*}
$$

While in principle $\Lambda$ depends on 15 real parameters, we will specify them in terms of the background, so that $r$ is the only remaining parameter. Indeed, recall that given an $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure specified by (3.1), the internal spinors are related by

$$
\begin{equation*}
\eta_{1}=i U \eta_{2} \tag{3.8}
\end{equation*}
$$

where $U$ is a unitary, in general point-dependent operator acting on six-dimensional spinors ${ }^{16}$ so that

$$
\begin{equation*}
U \gamma_{(6)}=\mp \gamma_{(6)} U \quad \text { in IIA/IIB } \tag{3.9}
\end{equation*}
$$

This implies that in IIB $U$ defines an element of $\operatorname{SU}(4)$, while in IIA we can choose any 6 D real vector $v$ so that it is now $\psi \gamma_{(6)} U$ that gives an element of $\operatorname{SU}(4)$. In the vector representation, such rotations will be described by an $O(6)$ matrix $\Lambda^{m}{ }_{n}$ satisfying

$$
\begin{equation*}
U \gamma_{m} U^{-1}=\Lambda^{n}{ }_{m} \gamma_{n} \tag{3.10}
\end{equation*}
$$

Hence $\Lambda^{m}{ }_{n}$ can be understood as an element of $\mathrm{SO}(6)$ in IIB, while in IIA $\operatorname{det} \Lambda=-1$ and $\Lambda$ can be identified with an element of $\mathrm{SO}(6)$ up to a reflection in an arbitrary direction. ${ }^{17}$

Therefore an obvious choice for $\Lambda$ in (3.6) is the one given by the local $O(6)$ rotation in (3.10). As a first consistency check, one can see that this choice is compatible with the constraints (3.4) of the general DWSB ansatz (3.3). Indeed, the subansatz (3.6) implies that

$$
\begin{equation*}
q_{m n}^{1}=-\frac{1}{4} r\left(1-i J_{1}\right)^{k}{ }_{n} \Lambda_{k m} \quad \text { and } \quad q_{m n}^{2}=-\frac{1}{4} r\left(1-i J_{2}\right)^{k}{ }_{n} \Lambda_{m k} \tag{3.11}
\end{equation*}
$$

In addition, from (3.8) and (3.10) there follows the identity

$$
\begin{equation*}
\left(J_{1}\right)^{m}{ }_{k} \Lambda^{k}{ }_{n}=\Lambda^{m}{ }_{k}\left(J_{2}\right)^{k}{ }_{n} \tag{3.12}
\end{equation*}
$$

and thus $q_{m n}^{i}$ in (3.11) satisfy

$$
\begin{equation*}
\left(1-i J_{2}\right)^{k}{ }_{m} q_{k n}^{1}=0 \quad\left(1-i J_{1}\right)^{k}{ }_{m} q_{k n}^{2}=0 \tag{3.13}
\end{equation*}
$$

in agreement with (3.4).
It is however easy to see that (3.8) does not fully specify the rotation $U$. Indeed, since $\eta_{1}$ and $\eta_{2}$ have the same norm, we can rewrite (3.8) as $\eta_{1}=i U_{1}^{-1} U_{\eta} U_{2} \eta_{2}$, where $U_{i} \eta_{i}=\eta$ for some fixed spinor $\eta$. Any element $U_{\eta}$ belonging to the stabilizer subgroup of $\eta, \operatorname{SU}(4)_{\eta} \simeq \operatorname{SU}(3)$ will then satisfy this relation. Hence, since $\operatorname{dim}_{\mathbb{R}} \mathrm{SU}(4)_{\eta}=8$, eight real parameters still need to be specified in the ansatz (3.6). ${ }^{18}$ In the following we will consider background geometries that naturally do the job.

Some intuition on how to construct such geometries can be obtained from our knowledge of fermionic D-brane actions. Indeed, unitary operators with the properties of $U$ above are naturally found when constructing the $\kappa$-symmetry operator associated with D-branes in a certain background [30]: To each kind of D-brane we can associate a different rotation

[^8]$U$, and vice versa. From this point of view, the fact that $\mathrm{SU}(4)_{\eta}$ is non-trivial only means that locally there is more than one kind of BPS D-brane in a given $\mathcal{N}=1$ (or almost $\mathcal{N}=1$ ) background, that is, for a given choice of $\eta_{1}$ and $\eta_{2}$. This also suggests that $\Lambda$ will be fixed by the background if, at least locally, a D-brane is singled out over the whole family of possibilities.

Indeed, one can easily do so as follows. Given the metric ansatz (2.18), let us first suppose that we can split the internal space tangent bundle as $T_{\mathcal{M}_{6}}=T_{\Pi} \oplus T_{\Pi}^{\perp}$, where $T_{\Pi}$ is a subbundle of odd/even dimension $n$ in IIA/IIB, and $T_{\Pi}^{\perp}$ is its orthogonal completion. Furthermore, we consider a real two-form $R \in \Lambda^{2} T_{\Pi}^{*}$, and construct the operator $U$ as

$$
\begin{equation*}
U=\gamma_{(6)}^{n} \sum_{k} \frac{\epsilon^{\alpha_{1} \ldots \alpha_{n-2 k} \beta_{1} \ldots \beta_{2 k}}}{(n-2 k)!k!2^{k} \sqrt{\operatorname{det}\left(\left.g\right|_{\Pi}+R\right)}} \gamma_{\alpha_{1} \ldots \alpha_{n-2 k}} R_{\beta_{1} \beta_{2}} \cdots R_{\beta_{2 k-1} \beta_{2 k}} \tag{3.14}
\end{equation*}
$$

where the indices $\alpha, \beta$ correspond to some basis $e_{\alpha}$ of $T_{\Pi}$ and we denote with $\left.\right|_{\Pi}$ the pullback to $T_{\Pi}$. The associated $O(6)$ transformation $\Lambda$ has the following explicit form

$$
\begin{equation*}
\Lambda=\mathbb{1}_{\perp}-\left(\left.g\right|_{\Pi}+R\right)^{-1}\left(\left.g\right|_{\Pi}-R\right) \tag{3.15}
\end{equation*}
$$

where $\mathbb{1}_{\perp}$ denotes the projection along $T_{\Pi}^{\perp}$. Since we are also assuming that $U$ satisfies the condition (3.8), $\left(T_{\Pi}, R\right)$ is a (generalized) subbundle calibrated by $\operatorname{Re} \Psi_{1}$.

Finally, using this parameterization of $U$ in terms of $T_{\Pi}$ and $R$, we can write the DW (non)BPSness equation (3.7) as follows: ${ }^{19}$

$$
\begin{equation*}
\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)=4 i r(-)^{\left|\Psi_{2}\right|} e^{3 A-\Phi} \frac{\sqrt{\left.\operatorname{det} g\right|_{\Pi}}}{\sqrt{\operatorname{det}\left(\left.g\right|_{\Pi}+R\right)}} e^{-R} \wedge \sigma\left(\mathrm{dVol}_{\perp}\right) \tag{3.16}
\end{equation*}
$$

where $\mathrm{dVol}_{\perp}$ is the volume form of $T_{\Pi}^{\perp}$, such that $\mathrm{dVol}_{6}=\mathrm{dVol}_{\Pi} \wedge \mathrm{dVol}_{\perp}$. This equation strongly constrains the choice of $T_{\Pi}$ and $R$, until now just restricted by algebraic conditions. Indeed, the r.h.s. of (3.16) is $\mathrm{d}_{H}$-exact and so $\mathrm{d}_{H}$-closed. By Frobenius' theorem, it is not difficult to realize that this implies that $T_{\Pi}$ must be integrable, foliating $\mathcal{M}_{6}$ into leaves $\Pi$, and furthermore that $\mathrm{d} R=\left.H\right|_{\Pi}$. Thus, this construction applies to internal spaces $\mathcal{M}_{6}$ that can be foliated by calibrated generalized submanifolds ( $\Pi, R$ ). This geometry can be physically probed by space-filling D-branes wrapping $\Pi$ with $\mathcal{F}=R$, that can move around and span the entire internal space $\mathcal{M}_{6}$. We will refer to such calibrated D-branes as aligned with the background.

In addition, (3.16) constrains the choices of $r$ which, up to now, could be taken to be an arbitrary complex function of $\mathcal{M}_{6}$. However, given a choice of generalized foliation $(\Pi, R), r$ must be chosen such that the r.h.s. of (3.16) is $\mathrm{d}_{H}$-exact. This will still be true if $r$ is multiplied by an overall complex constant, but not if changed by an arbitrary complex function. Hence, we see that our ansatz truly depends on a single complex parameter, $r$.

Furthermore, we see that the SUSY-breaking term appearing on the right-hand side of (3.7) can be interpreted as a polyform which is Poincaré dual to the generalized submanifold $(\Pi, R)$. The minimal degree of the polyform appearing in this SUSY-breaking

[^9]term corresponds to the codimension of $\Pi$, while higher degree contributions are induced by a non-vanishing $R$. Recall that the type of a pure spinor is defined as its lowest degree. Then (3.7) can be satisfied only if
\[

$$
\begin{equation*}
\operatorname{type}\left(\Psi_{2}\right) \leq \operatorname{codim}(\Pi)-1 \tag{3.17}
\end{equation*}
$$

\]

For example, in IIB $\mathrm{SU}(3)$-structure backgrounds $\Psi_{2}$ is a three-form, hence $\Psi_{2}$ is of type three and the above construction applies only if $\Pi$ corresponds to D3 or D5 branes. In the next subsection we will discuss in more detail the properties of these configurations from the viewpoint of generalized complex geometry.

Let us now check that the GKP case of subsection 2.1 fits into this one-parameter subfamily of backgrounds. Recall that in this particular case we are in type IIB theory and our pure spinors/polyforms are given by (2.26). Also, supersymmetry is broken via a non vanishing $H^{(0,3)}=-i e^{\Phi} F^{(0,3)}$ flux. Using the warped CY/F-theory relation $\eta_{1}=i \eta_{2} \equiv \eta$ we obtain that the SUSY-breaking spinorial parameters are

$$
\begin{equation*}
\mathcal{S}_{1}=-i \mathcal{S}_{2}=-\mathcal{V}_{1}=i \mathcal{V}_{2}=\frac{1}{4} \not H^{(0,3)} \eta \quad \mathcal{U}_{m}^{1}=-i \mathcal{U}_{m}^{2}=\frac{1}{4} \not H_{m}^{(0,3)} \eta \tag{3.18}
\end{equation*}
$$

which indeed fit into the ansatz (3.6), with

$$
\begin{equation*}
r=-\frac{1}{4} e^{-3 A+\Phi} \Omega_{0} \cdot H^{(0,3)} \quad \Lambda=\mathbb{1} \tag{3.19}
\end{equation*}
$$

where the contraction • is defined in (A.3). In this case, the DW (non)BPSness equation (2.17) reads

$$
\begin{equation*}
\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)=H \wedge \Omega_{0}=4 i r e^{3 A-\Phi} \mathrm{dVol}_{6} \tag{3.20}
\end{equation*}
$$

so clearly $\Lambda=\mathbb{1}$ corresponds to choosing the leaves $\Pi$ of the above description as the points of $\mathcal{M}_{6}$, singling out D3-branes of all other space-filling BPS D-branes. This is not surprising, since in warped Calabi-Yau compactifications with ISD fluxes D3-branes at any point are automatically BPS and, at least at the classical level that we are working, do not feel any effect of the background fluxes, much in contrast to D7-branes.

In the same spirit as GKP, we can interpret each family of these one-parameter DWSB vacua as a deformation of a class of $\mathcal{N}=1$ vacua where (3.8) is also true. Since this relation between 6D internal spinors is related to the spectrum of localized BPS sources like space-filling D-branes and O-planes, turning on the one-parameter deformation will not change the definition of a BPS gauge D-brane, even if for $r \neq 0$ our theory is no longer supersymmetric. Note that this nicely matches the fact that for DWSB vacua the gauge BPSness condition (2.20a) is unchanged with respect to the supersymmetric case.

Finally, let us point out that the GKP SUSY-breaking parameters in (3.19) have a well-defined interpretation from the 4D effective physics viewpoint. On the one hand, $r$ is related to the vev of the auxiliary field $T$, the complexified overall Kähler modulus and, since this is the modulus which dominates SUSY breaking in the GKP scenario, to the four-dimensional gravitino mass. On the other hand, $\Lambda$ is related to the structure of softterms felt by D7-branes in this kind of backgrounds 19, 20, 24. As we will see in sections 回 and 8, similar statements apply to the more general family of one-parameter DWSB vacua obtained from (3.6).

### 3.3 Generalized geometry of DWSB backgrounds

We would now like to discuss some of the geometrical features of the above class of DWSB backgrounds, and again the GCG language [28] turns out to be the most natural for this purpose. First of all, let us rename the main objects of our discussion, by defining $\mathcal{Z}:=e^{3 A-\Phi} \Psi_{2}$ and

$$
\begin{equation*}
\tilde{\jmath}_{(\Pi, R)}:=4(-)^{\left|\Psi_{2}\right|} e^{3 A-\Phi} \frac{\sqrt{\left.\operatorname{det} g\right|_{\Pi}}}{\sqrt{\operatorname{det}\left(\left.g\right|_{\Pi}+R\right)}} e^{-R} \wedge \sigma\left(\mathrm{dVol}_{\perp}\right) \tag{3.21}
\end{equation*}
$$

We have used the letter $\tilde{\jmath}$ intentionally, since $\tilde{\jmath}_{(\Pi, R)}$ can be thought of as a smeared version of the source current $j$ associated with a D-brane wrapping a generalized submanifold $(\Pi, R)$. In particular, since $(\Pi, R)$ are calibrated, $\tilde{\jmath}_{(\Pi, R)}$ is normalized so that

$$
\begin{equation*}
\left\langle\operatorname{Re} \Psi_{1}, \tilde{\jmath}_{(\Pi, R)}\right\rangle=4(-)^{\left|\Psi_{2}\right|} e^{3 A-\Phi}{\mathrm{d} \operatorname{Vol}_{6}} \tag{3.22}
\end{equation*}
$$

The DWSB equation (3.16) can then be rewritten in the more concise form

$$
\begin{equation*}
\mathrm{d}_{H} \mathcal{Z}=\operatorname{ir} \tilde{\jmath}_{(\Pi, R)} \tag{3.23}
\end{equation*}
$$

$\mathcal{Z}$ is a complex pure spinor, that defines an almost generalized complex structure $\mathcal{J}$ that is not integrable. The obstruction to its integrability is given exactly by the non-vanishing $r \tilde{\jmath}_{(\Pi, R)}$ term that appears on the r.h.s. of (3.23). This absence of integrability implies that either we have no natural complex/symplectic coordinates defined by $\mathcal{Z}$ on the internal space, or the $H$-twist does not respect them. For instance, in the GKP case $\mathcal{J}$ defines and ordinary complex structure which is still integrable and the (generalized) non-integrability of $\mathcal{J}$ reduces to the presence of a non-vanishing $H^{0,3}$ flux.

On the other hand, $\tilde{\jmath}_{(\Pi, R)}$ defines a Dirac structure (see e.g. [28) that is integrable precisely because of (3.23). Indeed, as we have seen in the previous subsection, eq. (3.23) implies that $T_{\Pi}$ can be integrated into the foliation $\Pi$ and that $\mathrm{d} R=\left.H\right|_{\Pi}$. The maximal isotropic sub-bundle ${ }^{20}$

$$
\begin{align*}
T_{(\Pi, R)} & =\left\{\mathbb{X} \in T_{\mathcal{M}_{6}} \oplus T_{\mathcal{M}_{6}}^{*}: \mathbb{X} \cdot \tilde{\jmath}_{(\Pi, R)}=0\right\}= \\
& =\left\{X+\xi \in T_{\Pi} \oplus T_{\mathcal{M}_{6}}^{*}:\left.\xi\right|_{\Pi}=\iota_{X} R\right\} \tag{3.24}
\end{align*}
$$

then corresponds to the generalized tangent bundle of the foliation $(\Pi, R)$. The integrability of the Dirac structure, i.e. the existence of the foliation ( $\Pi, R$ ), is then equivalent to requiring that $T_{(\Pi, R)}$ is involutive under the twisted Courant bracket $[\cdot, \cdot]_{C}^{H} .{ }^{21}$

For completeness, let us give two additional characterizations of $T_{(\Pi, R)}$. First, it can be directly defined in terms of the $O(6)$ matrix $\Lambda$ in (3.15) as follows

$$
\begin{equation*}
X+\xi \in T_{(\Pi, R)} \quad \Leftrightarrow \quad(1+\Lambda) X+(1-\Lambda) g^{-1} \cdot \xi=0 \tag{3.25}
\end{equation*}
$$

[^10]Second, it can also be defined in terms of the following linear operator acting on $T_{\mathcal{M}_{6}} \oplus T_{\mathcal{M}_{6}}^{*}$

$$
\mathcal{R}_{(\Pi, R)}=\left(\begin{array}{cc}
P & 0  \tag{3.26}\\
R P+P^{T} R & -P^{T}
\end{array}\right),
$$

where $P=\mathbb{1}_{\|}-\mathbb{1}_{\perp}$ is the canonical product structure associated with $T_{\Pi}$. One can think of $\mathcal{R}_{(\Pi, R)}$ as the generalized product structure associated with $T_{(\Pi, R)}$, since $\mathcal{R}_{(\Pi, R)}^{2}=\mathbb{1}$ and $T_{(\Pi, R)}=\left\{\mathbb{X} \in T_{\mathcal{M}_{6}} \oplus T_{\mathcal{M}_{6}}^{*}: \mathcal{R}_{(\Pi, R)} \mathbb{X}=\mathbb{X}\right\}$. Of course, the integrability of the Dirac structure constrains $\mathcal{R}$ and $\Lambda$, that must satisfy appropriate differential conditions.

In any case, the fact that the Dirac structure is integrable has a direct consequence, namely that the Courant bracket defines a Lie algebroid structure ${ }^{22}$ on $T_{(\Pi, R)}$ and furthermore that one can define a differential $\mathrm{d}_{(\Pi, R)}$ acting on the graded complex $\bigoplus_{k=0}^{6} \Lambda^{k} T_{(\Pi, R)}^{*}$.

Let us now come back to the generalized almost complex structure $\mathcal{J}$, and analyze it from this latter point of view. We can indeed think of $\mathcal{J}$ as a almost Dirac structure associated with the maximal isotropic sub-bundle $L \subset\left(T_{\mathcal{M}_{6}} \oplus T_{\mathcal{M}_{6}}^{*}\right) \otimes \mathbb{C}$ defined as the annihilator of $\mathcal{Z}$ (i.e. $L \cdot \mathcal{Z}=0$ ). The fact that $\mathcal{J}$ is not integrable means that $L$ is not involutive under the Courant bracket, and so we can define neither an associated Lie algebroid structure on $L$, nor the corresponding differential $\bar{\partial}_{\mathcal{J}}$ acting on $\bigoplus_{k=0}^{6} \Lambda^{k} T_{(\Pi, R)}^{*}$. The differential $\bar{\partial}_{\mathcal{J}}$ would be the generalization of the usual Dolbeaut differential of complex geometry, and its existence is equivalent to the integrability of the generalized complex structure.

The foliation ( $\Pi, R$ ), however, is calibrated and thus an almost generalized complex foliation, in the sense that $T_{(\Pi, R)}$ is stable under $\mathcal{J} .{ }^{23}$ Then, we can consider the following complex bundle

$$
\begin{equation*}
L_{(\Pi, R)}:=L \cap T_{(\Pi, R)}=\left\{\mathbb{X} \in\left(T_{\mathcal{M}_{6}} \oplus T_{\mathcal{M}_{6}}^{*}\right) \otimes \mathbb{C}: \mathbb{X} \cdot \mathcal{Z}=0 \text { and } \mathbb{X} \cdot \tilde{\jmath}_{(\Pi, R)}=0\right\} \tag{3.27}
\end{equation*}
$$

The key point is that $L_{(\Pi, R)}$ is involutive under the Courant bracket thanks to (3.23), since for any $\mathbb{X}, \mathbb{Y} \in L_{(\Pi, R)}$ we obviously have that $[\mathbb{X}, \mathbb{Y}]_{C}^{H} \in T_{(\Pi, R)}$ and furthermore

$$
\begin{equation*}
[\mathbb{X}, \mathbb{Y}]_{C}^{H} \cdot \mathcal{Z}=-\mathbb{Y} \cdot \mathbb{X} \cdot \mathrm{d}_{H} \mathcal{Z}=-r \mathbb{Y} \cdot \mathbb{X} \cdot \tilde{\jmath}_{(\Pi, R)}=0 \tag{3.28}
\end{equation*}
$$

This implies that the Courant bracket defines a Lie algebroid structure on $L_{(\Pi, R)}$. We will denote with $\bar{\partial}_{(\Pi, R)}$ the associated differential acting on the graded complex $\bigoplus_{k=0}^{3} \Lambda^{k} L_{(\Pi, R)}^{*}$.

To summarize, we have seen that $\mathcal{J}$, although non integrable, allows to define a 'holomorphic' differential $\bar{\partial}_{(\Pi, R)}$ with respect to the foliation $(\Pi, R)$. This is a remarkable property of the class of one-parameter DWSB configurations that could also hold for more general DWSB backgrounds, and could also have interesting implications for the associated 4D effective theories. For example, in the case of supersymmetric compactifications, it turns out that the first cohomology group $H \frac{1}{\bar{\partial}}$ of this Lie algebroid defines the local moduli space of BPS D-branes [31, and the fact that it comes with natural holomorphic structure is related to the fact that this moduli space is a complex manifold. It is thus natural to

[^11]speculate that $H_{\bar{\partial}}^{1}(\Pi, R)$ could define some holomorphic structure on the space of calibrated leaves, and so on the moduli space of aligned D-branes. For instance, in the GKP case $H_{\bar{\delta}}^{1}(\Pi, R)=L_{(\Pi, R)}^{*}=T_{\mathcal{M}_{6}}^{1,0}$, and so the space of all leaves (that in this case are just points) corresponds to $\mathcal{M}_{6}$. The holomorphic structure of the space of leaves corresponds, in turn, to the holomorphic structure of $\mathcal{M}_{6}$ defined by the non-integrable (in the $H$-twisted sense) pure spinor $\mathcal{Z} \equiv \Omega_{0}$. This matches the fact that the moduli space of D3-branes does not change with respect to the supersymmetric case, and it is still a complex manifold $\mathcal{M}_{6}$. It would be interesting to see if an analogous statement applies for other aligned D-branes in more general DWSB vacua.

Finally, it is also tempting to speculate that the non-integrability of $\mathcal{J}$ may be related to a closed string moduli space that is not a complex manifold. Indeed, again looking at the GKP example, is easy to see that as long that we break supersymmetry via a non-vanishing $H^{3,0}$, the moduli space of complex structures and complex axio-dilaton is no longer a complex manifold. This is easy to see in the toroidal GKP example of section 用, where the moduli space is given by the solution to the non-holomorphic equations (7.66). In more general $\mathcal{N}=0$ GKP compactifications, the same holds because the ISD condition (2.3a) is not holomorphic. Finally, the constraints that the equations of motion impose on DWSB backgrounds (see next section) are also of non-holomorphic nature, so one would expect the same statement to apply. A complete analysis of all these interesting problems is beyond the scope of the present work, but we hope to come back to them in the near future.

## 4. The effective potential of type II flux vacua

In the last section we have specified a set of non-supersymmetric backgrounds that generalize the well-known $\mathcal{N}=0$ GKP vacua. The next main question to be addressed is whether these generalized backgrounds are stable vacua of the theory. As discussed in the introduction, even at the classical supergravity level that we are working this is not an easy question to address. Not only need we to show that our backgrounds satisfy the equations of motion of type II supergravity, but also that they do not contain any closed string tachyons.

The purpose of this section is to address both questions and to argue that, indeed, the DWSB backgrounds discussed in section 3.2 are tachyon-free vacua. Our strategy will be to construct the effective action for type II compactifications to 4 D directly from the 10D type II supergravity action, ${ }^{24}$ and to show that the extremization of the action is equivalent to satisfying the type II equations of motion. We will also address the absence of closed string tachyons for our compactifications to flat space, that will be guaranteed if the effective potential $\mathcal{V}_{\text {eff }}$ entering this action is positive semi-definite. In order to present a simple, clear derivation of our results we will, in subsection 4.2, rewrite the type II effective potential in terms of the pure spinors $\Psi_{1}$ and $\Psi_{2}$, which played a key role in classifying $\mathcal{N}=0$ vacua in section 2. Then, in subsection 4.3, we will analyze $\mathcal{V}_{\text {eff }}$ for the particular case of the one-parameter DWSB backgrounds of section 3.2. We will see that, by truncating

[^12]the full potential in a way naturally suggested by the geometry of these configurations, we obtain a positive semi-definite potential $\mathcal{V}_{\text {eff }}$. This analysis will be essential in proving the no-scale properties of these vacua, a subject that we will address in the next section.

Note that, in some sense, our philosophy in analyzing $\mathcal{V}_{\text {eff }}$ is quite similar to the one in [32], where $4 \mathrm{D} \mathcal{N}=1$ heterotic vacua were analyzed directly from the 10D action. The present approach is however more general since we do not restrict to $\mathcal{N}=1$ but also analyze $\mathcal{N}=0$ vacua of the theory. This has a direct consequence, namely that while in (32] the equations of motion do not impose any additional constraint to the supersymmetry equations and Bianchi identities, we do find additional constraints to the DWSB conditions (2.24) and (2.25). We will compute explicitly such extra constraints in the case of the one-parameter DWSB backgrounds of section 3.2, and give a 4D interpretation of them in section 55. While these extra constraints are automatically satisfied in GKP vacua, they could be non-trivial in other DWSB compactifications, so in section 6 we will analyze them for several families of DWSB vacua.

Finally, let us point out that besides computing the effective potential, another quite powerful approach to prove that $\mathcal{N}=0$ backgrounds are indeed vacua is based on the integrability results of [12-14]. While these integrability techniques have so far only been applied to $\mathcal{N}=1$ backgrounds, we will show in section 11 that they can be extended to $\mathcal{N}=0$ backgrounds, and we will use them to construct novel $\mathcal{N}=0$ vacua.

### 4.1 Effective potential and equations of motion

Let us begin our discussion by introducing an effective 4D action that gives the complete set of 10 D equations of motion for backgrounds with metric of the form (2.18). In fact, we will be more general and consider the 10D metric ansatz

$$
\begin{equation*}
\mathrm{d} s_{10}^{2}=e^{2 A(y)} \mathrm{d} s_{X_{4}}^{2}+g_{m n} \mathrm{~d} y^{m} \mathrm{~d} y^{n} \tag{4.1}
\end{equation*}
$$

where $X_{4}$ is a general 4D space whose metric $g_{4}$ only depends on the 4 D coordinates $x^{\mu}$, and all the other fields (warping included) depend only on the internal coordinates $y^{m}$. The 'effective' 4D action for these configurations is ${ }^{25}$

$$
\begin{equation*}
S_{\text {eff }}=\int_{X_{4}} \mathrm{~d}^{4} x \sqrt{-g_{4}}\left(\frac{1}{2} \mathcal{N} R_{4}-2 \pi \mathcal{V}_{\text {eff }}\right) \tag{4.2}
\end{equation*}
$$

where $R_{4}$ is the 4 D scalar curvature,

$$
\begin{equation*}
\mathcal{N}=4 \pi \int_{\mathcal{M}_{6}} e^{2 A-2 \Phi} \mathrm{dVol}_{6} \tag{4.3}
\end{equation*}
$$

[^13]is the warped-volume of the internal space (and gives the conformal Kähler potential of the 4D description - see (9] and section 5), and
\[

$$
\begin{align*}
\mathcal{V}_{\text {eff }}= & \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A}\left\{e^{-2 \Phi}\left[-\mathcal{R}+\frac{1}{2} H^{2}-4(\mathrm{~d} \Phi)^{2}+8 \nabla^{2} A+20(\mathrm{~d} A)^{2}\right]-\frac{1}{2} \tilde{F}^{2}\right\} \\
& +\sum_{i \in \text { loc. sources }} \tau_{i}\left(\int_{\Sigma_{i}} e^{4 A-\Phi} \sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma_{i}}+\mathcal{F}_{i}\right)}-\left.\int_{\Sigma_{i}} C^{\mathrm{el}}\right|_{\Sigma_{i}} \wedge e^{\mathcal{F}_{i}}\right) \tag{4.4}
\end{align*}
$$
\]

is the type II effective potential density. In (4.4), the first line (where $\mathcal{R}$ refers to the 6 D scalar curvature) contains the closed string sector, while the second line contains the contribution from localized sources, labeled by the index $i$. We only consider D-branes and O-planes as localized sources, with $\tau_{\mathrm{D} p}=1$ and $\tau_{\mathrm{O} q}=-2^{q-5}$ respectively. ${ }^{26}$ They both couple to the electric RR-field $C^{\text {el }}$, defined by $e^{4 A} \tilde{F}=\mathrm{d}_{H} C^{\text {el }}$. Note that here we are using the 'electric' frame to describe the RR-degrees of freedom, instead of using the 'magnetic' one where the fundamental field is $C$, that is (locally) defined by $\mathrm{d}_{H} C=F=-\tilde{*}_{6} \tilde{F}$. In any case in this effective formulation, in either frame, the usual problems related to the self-duality conditions on the total RR-field strengths are not present.

Let us now to compare the 10D equations of motion for the above ansatz with the equations obtained by extremizing the 4 D effective action (4.2). ${ }^{27}$ One can check that, by varying (4.2) with respect to the dilaton $\Phi, B$-field, internal metric $g$, electric RRpotentials $C^{\text {el }}$ and open-string degrees of freedom, one gets the same set of equations as obtained by first varying the full 10D supergravity plus D-brane action with respect to the same fields and then restricting to our class of configurations. Furthermore, by varying (4.2) with respect to the the warping, one gets the trace of the external Einstein equations. Finally, from the variation with respect to $g_{4}$ one gets that the 4D space is Einstein, clearly in agreement with the 10D picture, with $R_{4}=8 \pi \mathcal{V}_{\text {eff }} / \mathcal{N}$. This same equation can indeed be obtained by integrating over the internal space the trace of the 10D external Einstein equations, multiplied by an appropriate factor. Thus, we conclude that the effective action (4.2) reproduces the full set of equations of motion that must be imposed on the most generic flux compactification to an Einstein 4D space.

In particular, the 'electric' RR equations of motion reproduce the ordinary ('magnetic') Bianchi identities

$$
\begin{equation*}
\mathrm{d}_{H} F=-\mathrm{d}_{H} \tilde{*}_{6} F=-j_{\mathrm{tot}}:=-\sum_{i} \tau_{i} j_{i} \tag{4.5}
\end{equation*}
$$

where the source current $j$ for a D-brane wrapping an internal cycle $\Sigma$ is defined by

$$
\begin{equation*}
\int_{\Sigma} \chi \mid \Sigma \wedge e^{\mathcal{F}}=\int_{\mathcal{M}_{6}}\langle\chi, j\rangle \tag{4.6}
\end{equation*}
$$

for any polyform $\chi$, where $\langle\cdot, \cdot\rangle$ is the six-dimensional Mukai pairing (see (A.11)). Also, for later convenience, let us observe that the following combined variation of (4.2) reproduces

[^14]the external components of modified Einstein equations (A.10):
\[

$$
\begin{equation*}
\frac{\delta S_{\mathrm{eff}}}{\delta A}+2 \frac{\delta S_{\mathrm{eff}}}{\delta \Phi}=0 \quad \Leftrightarrow \quad \text { modified external Einstein eqs. } \tag{4.7}
\end{equation*}
$$

\]

### 4.2 Effective potential, pure spinors and calibrations

To proceed, let us rewrite the effective potential $\mathcal{V}_{\text {eff }}$ in terms of the generalized calibrations of section 2. Consider first the contribution coming from the closed string RR sector + localized sources, i.e. the second line plus the last term in the first line of (4.4). This piece of $\mathcal{V}_{\text {eff }}$ can be rewritten as ${ }^{28}$

$$
\begin{align*}
& \frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A}\left[\tilde{F}-e^{-4 A} \mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re}_{1}\right)\right]^{2}-\frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{-4 A}\left[\mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right)\right]^{2} \\
&+\sum_{i \in \text { loc. sources }} \tau_{i} \int_{\mathcal{M}_{6}} e^{4 A-\Phi}\left(\mathrm{dVol}_{6} \rho_{i}^{\text {loc }}-\left\langle\operatorname{Re} \Psi_{1}, j_{i}\right\rangle\right) \\
&+\int_{\mathcal{M}_{6}}\left\langle e^{4 A-\Phi} \operatorname{Re} \Psi_{1}-C^{\mathrm{el}}, \mathrm{~d}_{H} F+j_{\text {tot }}\right\rangle \tag{4.8}
\end{align*}
$$

where the Born-Infeld density $\rho^{\text {loc }}$ associated with a D-brane/O-plane wrapping $(\Sigma, \mathcal{F})$ is defined as

$$
\begin{equation*}
\rho^{\operatorname{loc}}=\frac{\sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)}}{\sqrt{\operatorname{det} g}} \delta(\Sigma) \tag{4.9}
\end{equation*}
$$

Note that, in terms of $\rho^{\text {loc }}$ the algebraic inequality (2.10) takes the form

$$
\begin{equation*}
\rho^{\mathrm{loc}} \geq \frac{\left\langle e^{-\Phi} \operatorname{Re} \Psi_{1}, j\right\rangle}{\mathrm{dVol}}{ }_{6} \tag{4.10}
\end{equation*}
$$

where by $1 / \mathrm{dVol}_{6}$ we mean that we remove the $\mathrm{dVol}_{6}$ factor in the numerator. As boundary condition, we impose that the orientifolds be calibrated, so that for them the above inequality is saturated. Thus, the term in the second line of (4.8) is always positive.

We now face the challenging problem of expressing the six-dimensional scalar curvature $\mathcal{R}$ in terms of the pure spinors $\Psi_{1}$ and $\Psi_{2}$, that indeed contain the full information about the metric. Recently, a formula was found in [33], that solves this problem provided that some restrictions on the form of $\mathrm{d}_{H} \Psi_{1,2}$ are satisfied (see eqs. (4.19-20) in [33]). Unfortunately, our backgrounds do not satisfy these restrictions and, furthermore, in [33] the warp-factor is considered constant. Thus, the result therein needs to be appropriately generalized. By going through the derivation in [33], it is possible to obtain such a generalization. We carry out this somewhat technical discussion in appendix G. Applying (C.3), one can easily compute the terms in (4.4) that complete (4.8). The resulting full potential (4.4) takes the form

$$
\mathcal{V}_{\text {eff }}=\frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A}\left[\tilde{F}-e^{-4 A} \mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right)\right]^{2}
$$

[^15]\[

$$
\begin{align*}
& +\frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6}\left[\mathrm{~d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)\right]^{2}+\frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{-2 A}\left|\mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right|^{2} \\
& +\sum_{i \in \mathrm{D}-\text { branes }} \tau_{i} \int_{\mathcal{M}_{6}} e^{4 A-\Phi}\left(\mathrm{dVol}_{6} \rho_{i}^{\text {loc }}-\left\langle\operatorname{Re} \Psi_{1}, j_{i}\right\rangle\right) \\
& -\frac{1}{4} \int_{\mathcal{M}_{6}} e^{-2 A}\left\{\frac{\left|\left\langle\Psi_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle\right|^{2}}{\mathrm{dVol}}+\frac{\left|\left\langle\bar{\Psi}_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle\right|^{2}}{\mathrm{dVol}}\right\} \\
& -4 \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A-2 \Phi}\left[\left(u_{\mathrm{R}}^{1}\right)^{2}+\left(u_{\mathrm{R}}^{2}\right)^{2}\right]+\int_{\mathcal{M}_{6}}\left\langle e^{4 A-\Phi} \operatorname{Re} \Psi_{1}-C^{\text {el }}, \mathrm{d}_{H} F+j_{\text {tot }}\right\rangle \tag{4.11}
\end{align*}
$$
\]

where $u_{\mathrm{R}}^{1,2}:=\left(u_{m}^{1,2}+u_{m}^{* 1,2}\right) \mathrm{d} y^{m}$ are the real extension (and contain the same information) of the vector-like SUSY-breaking terms entering the expansion (B.4). The corresponding contribution to $\mathcal{V}_{\text {eff }}$ can also be expressed in terms of $\Psi_{1}$ and $\Psi_{2}$ by using (C.2).

In this new form the effective potential $\mathcal{V}_{\text {eff }}$ depends explicitly on the warping, dilaton, $H$-fields and RR-fields $\tilde{F}$. As a consequence, the corresponding field equations in pure spinor form can be directly derived by varying (4.11) with respect to these fields. On the other hand, (4.11) depends only implicitly on the internal metric through the pure spinors $\Psi_{1}$ and $\Psi_{2}$, the volume form $\mathrm{dVol}_{6}=(i / 8)\left\langle\Psi_{1}, \bar{\Psi}_{1}\right\rangle=(i / 8)\left\langle\Psi_{2}, \bar{\Psi}_{2}\right\rangle$ and the Hodge star operator $\tilde{*}_{6}$. Nevertheless, the variation of these objects under metric deformations can be easily described. Indeed, under a deformation $\delta g^{m n}$, the volume element gives $\delta \sqrt{\operatorname{det} g}=-(1 / 2) \delta g^{m n} g_{m n} \sqrt{\operatorname{det} g}$ as usual, the Hodge star gives

$$
\begin{equation*}
\delta\left\langle\tilde{x}_{6} \chi_{1}, \chi_{2}\right\rangle=\delta g^{m n}\left[\left\langle\tilde{\tilde{*}}_{6} \iota_{m} \chi_{1}, \iota_{n} \chi_{2}\right\rangle-\frac{1}{2} g_{m n}\left\langle\tilde{x}_{6} \chi_{1}, \chi_{2}\right\rangle\right] \tag{4.12}
\end{equation*}
$$

for any pair of polyforms $\chi_{1}$ and $\chi_{2}$, and finally the pure spinors $\Psi_{1}$ and $\Psi_{2}$ give

$$
\begin{equation*}
\delta \Psi_{i}=-\frac{1}{2} \delta g^{m n} g_{k(m} \mathrm{d} y^{k} \wedge \iota_{n)} \Psi_{i} \quad i=1,2 \tag{4.13}
\end{equation*}
$$

Thus, by using these simple rules, one can vary (4.11) inside (4.2) with respect to the internal metric and straightforwardly obtain the internal Einstein equations in pure spinor form. ${ }^{29}$

As simple check, let us see how (4.11) behaves in the case of supersymmetric compactifications. If we consider compactifications to $\mathrm{AdS}_{4}$, we can plug in the supersymmetric conditions ( 4.28 ) into (4.11) and obtain from (4.2) that the 4D cosmological constant $2 \pi \mathcal{V}_{\text {eff }} / \mathcal{N}$ is given by $-3\left|w_{0}\right|^{2}$, in agreement with the 10 D result. If we now take $w_{0}=0$ and restrict to compactifications to flat space, then the extremization of $S_{\text {eff }}$ amounts to that of $\mathcal{V}_{\text {eff }}$, and it is easy to see that $\mathcal{N}=1$ backgrounds solve the equations of motion. Indeed, the first four terms in (4.11) are positive definite and vanish exactly when the configuration is supersymmetric (i.e. when (2.20) is satisfied and the r.h.s. of (2.25) vanishes). Of the remaining terms, the first two are negative definite but still quadratic in the SUSY-breaking

[^16]terms, while the last term can be seen to be the product of two quantities that vanish because of the gauge BPSness condition and the Bianchi identity (4.5) respectively. Thus, clearly any supersymmetric compactification to flat space extremizes the potential (4.24). This provides an alternative proof that all supersymmetric flux compactifications (with calibrated sources) are solutions of equations of motion, already demonstrated by integrability arguments in (14.

As a further check, let us again focus on compactifications to $\mathbb{R}^{1,3}$ and analyze their modified external Einstein equations. As explained above, they can be obtained by considering the combined variation (4.7) of $\mathcal{V}_{\text {eff }}$. Now, it is easy to see that, if we vary (4.11) around a configuration that satisfies the gauge and string BPSness conditions (2.20), the terms containing $\Psi_{2}$ do not contribute at all. Thus, the gauge and string BPSness, the Bianchi identities and the calibration condition for the sources are sufficient to prove that the modified external Einstein equations are satisfied. This can also be verified directly as follows. First note that the external components of the modified Einstein equation ( A .10 ) reduce to

$$
\begin{equation*}
\nabla^{m}\left(e^{-2 \Phi} \nabla_{m} e^{4 A}\right)=e^{4 A} \tilde{F} \cdot \tilde{F}+e^{4 A-\Phi} \sum_{i \in \text { loc. sources }} \tau_{i} \rho_{i}^{\text {loc }} \tag{4.14}
\end{equation*}
$$

Using the Bianchi identity (4.5) we can rewrite this equation as

$$
\begin{align*}
-\mathrm{d}\left(e^{-2 \Phi} *_{6} \mathrm{~d} e^{4 A}\right)= & \left\langle\tilde{*}_{6} \tilde{F}, e^{4 A} \tilde{F}\right\rangle-\left\langle\mathrm{d}_{H} \tilde{*}_{6} \tilde{F}, e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right\rangle \\
& +e^{4 A-\Phi} \sum_{i \in \text { loc. sources }} \tau_{i}\left[\rho_{i}^{\text {loc }} \mathrm{dVol}_{6}-\left\langle\operatorname{Re} \Psi_{1}, j_{i}\right\rangle\right] \tag{4.15}
\end{align*}
$$

In addition, using the string-BPSness/D-flatness condition (2.20b) one can prove that

$$
\begin{equation*}
\mathrm{d}\left(e^{-2 \Phi} *_{6} \mathrm{~d} e^{4 A}\right)=\mathrm{d}\left\langle\tilde{*}_{6} \mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right), e^{-\Phi} \operatorname{Re} \Psi_{1}\right\rangle_{5} \tag{4.16}
\end{equation*}
$$

and so the modified external Einstein equations can be restated in the form

$$
\begin{align*}
& \left\langle e^{4 A} \tilde{F}-\mathrm{d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right), F+\mathrm{d}_{H} \tilde{*}_{6}\left(e^{-\Phi} \operatorname{Re} \Psi_{1}\right)\right\rangle \\
& \quad+e^{4 A-\Phi} \sum_{i \in \text { loc. sources }} \tau_{i}\left[\rho_{i}^{\text {loc }} \mathrm{dVol}_{6}-\left\langle\operatorname{Re} \Psi_{1}, j_{i}\right\rangle\right]=0 \tag{4.17}
\end{align*}
$$

The term in the first line vanishes after imposing (2.20a) while the term in the second line vanishes if we assume the saturation of the bound (4.10). Note that in this derivation we have only assumed that we have a DWSB background, and not any specific subansatz.

### 4.3 Effective potential for DWSB backgrounds

Let us now use $\mathcal{V}_{\text {eff }}$ to compute which additional constraints need to be imposed on the DWSB backgrounds of section 3.2 to promote them to DWSB vacua. One can immediately see that the only terms in (4.11) that can give a non-trivial contribution to these equations are

$$
\begin{align*}
\mathcal{V}_{\text {eff }} \supset & \frac{1}{2} \int_{\mathcal{M}_{6}} e^{-2 A}\left\langle\tilde{*}_{6}\left[\mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right], \mathrm{d}_{H}\left(e^{3 A-\Phi} \bar{\Psi}_{2}\right)\right\rangle \\
& -\frac{1}{4} \int_{\mathcal{M}_{6}} e^{-2 A}\left\{\frac{\left|\left\langle\Psi_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle\right|^{2}}{\mathrm{dVol}_{6}}+\frac{\left|\left\langle\bar{\Psi}_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle\right|^{2}}{\mathrm{dVol}_{6}}\right\} \tag{4.18}
\end{align*}
$$

since the rest are quadratic in quantities vanishing in the backgrounds under consideration. As follows from the discussion at the end of the previous subsection, the variation of (4.18) with respect to the combination (4.7) vanishes on our configurations. The same is true for the variation of (4.18) with respect to the dilaton $\Phi$, although for this one has to use the particular form ( 3.16 ) of the DWSB condition. Thus, dilaton and external Einstein equations are satisfied in our class of backgrounds.

On the other hand, by varying (4.18) with respect to the $B$-field and taking (3.7) into account, we obtain the equation

$$
\begin{equation*}
\mathrm{d}\left[e^{4 A-2 \Phi}\left\langle\operatorname{Im}\left(r^{*} \Psi_{2}\right), 3 \operatorname{Re} \Psi_{1}+\frac{1}{2}(-)^{\left|\Psi_{2}\right|} \Lambda^{m n} \gamma_{m} \operatorname{Re} \Psi_{1} \gamma_{n}\right\rangle_{3}\right]=0 \tag{4.19}
\end{equation*}
$$

where the explicit $r$ dependence can be eliminated via $r=2(-)^{\left|\Psi_{1}\right|}\left\langle\operatorname{Re} \Psi_{1}, \mathrm{~d}_{H} \Psi_{2}\right\rangle /\left\langle\Psi_{1}, \bar{\Psi}_{1}\right\rangle$. For example in the GKP case, one can easily see that ( 4.19 ) is satisfied by using (2.26) and $\Lambda^{(\mathrm{GKP})}=\mathbb{1}$. Of course, in the supersymmetric case (4.19) is trivially satisfied since $r=0$.

Finally, one can obtain the non-trivial contributions to the internal Einstein equations by varying (4.18) with respect to the internal metric, using the rules described in subsection 4.2. Massaging the resulting equation and taking our restriction (3.7) into account, we arrive at the following equation ${ }^{30}$

$$
\begin{equation*}
\operatorname{Im}\left\{\left\langle g_{k(m} \mathrm{d} y^{k} \wedge \iota_{n)} \Psi_{2}, \mathrm{~d}_{H}\left[e^{A-\Phi} r^{*}\left(3 \operatorname{Re} \Psi_{1}+\frac{1}{2}(-)^{\left|\Psi_{2}\right|} \Lambda^{k r} \gamma_{k} \operatorname{Re} \Psi_{1} \gamma_{r}\right)\right]\right\rangle\right\}=0 \tag{4.20}
\end{equation*}
$$

Again, (4.20) is satisfied in the supersymmetric case $r=0$. As a less trivial check, one can use again 2.26 ) and $\Lambda^{(G K P)}=\mathbb{1}$ to easily see that GKP vacua satisfy (4.20) as well. Thus, our formalism reproduces the known fact that GKP configurations solve the full set of equations of motion.

Let us summarize our results. Provided that the Bianchi identities (4.5) are satisfied, the DWSB backgrounds described in section 3.2 , with calibrated localized sources, automatically solve the dilaton and external Einstein equations. On the other hand, the $B$-field and internal Einstein equations reduce to (4.19) and (4.20) respectively. Thus, inside this DWSB subansatz, we need only impose (4.19) and (4.20) to get a true vacuum.

Note that both equations (4.19) and (4.20) can be unified in the following integrated condition

$$
\begin{equation*}
\int_{\mathcal{M}_{6}} e^{A-\Phi} \operatorname{Im}\left\{r^{*}\left\langle\delta_{g, B}\left[\mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right], 3 \operatorname{Re} \Psi_{1}+\frac{1}{2}(-)^{\left|\Psi_{2}\right|} \Lambda^{m n} \gamma_{m} \operatorname{Re} \Psi_{1} \gamma_{n}\right\rangle\right\}=0 \tag{4.21}
\end{equation*}
$$

for any deformation $\delta_{g, B}$ of internal metric and $B$-field. Since in our DWSB vacua we have

$$
\begin{equation*}
\left\langle\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right), 3 \operatorname{Re} \Psi_{1}+\frac{1}{2}(-)^{\left|\Psi_{2}\right|} \Lambda^{m n} \gamma_{m} \operatorname{Re} \Psi_{1} \gamma_{n}\right\rangle \equiv 0 \tag{4.22}
\end{equation*}
$$

the condition (4.21) may be seen as a requirement of stability of (4.22) under deformations of $\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)$. We will give a 4D interpretation of (4.22) and (4.21) in the next section (see the discussion following (5.23)).

[^17]A very interesting property of this DWSB subansatz is that, by slightly constraining the fields entering (4.11), the effective potential becomes positive semi-definite. In order to see this, one must first impose the Bianchi identities (4.5), so that the last term in (4.11) vanishes. Second, the possible modified dilatino variations should be restricted so that $u_{m}^{1,2}=0$ identically. In other words we impose that, even off-shell, $\mathcal{S}_{i}$ in (3.2) are only described by singlets under the $\operatorname{SU}(3) \times \operatorname{SU}(3)$ structure group. From (C.2), (B.9) and (B.10) we see that this condition is equivalent to excluding some vector-like components in the violation of string and DW BPSness (2.20b) and (2.25). Note that such a restriction affects only the NS-sector and involves vector-like modes under the $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure group, that are anyway expected not to give rise to light - possibly tachyonic - zero-modes. ${ }^{31}$ Finally, let us consider a particular setting where the internal space is foliated by generalized leaves ( $\Pi, R$ ) of the kind described in section 3.2, but without imposing any particular condition on them. For this generalized foliation the allowed DWSB condition is given by

$$
\begin{equation*}
\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)=i r \tilde{\jmath}_{(\Pi, R)} \tag{4.23}
\end{equation*}
$$

as in subsection 3.3, where $r$ will eventually correspond to our SUSY-breaking parameter. We stress that $\tilde{\jmath}_{(\Pi, R)}$, while necessarily compatible with (4.23), is otherwise a quite generic real pure spinor, associated with the generic foliation ( $\Pi, R$ ), and need not obey any particular calibration condition. In other words, $\tilde{\jmath}_{(\Pi, R)}$ is 'off-shell'. For example, in the GKP case this restriction is much milder than the assumption that $\Omega_{0}$ in (2.2) is closed, that is indeed assumed in the derivations of (warped) effective potentials in the literature [1], 23, 25].

Applying this 'truncation' to the potential (4.11), we get

$$
\begin{align*}
\mathcal{V}_{\text {eff }}^{\text {DWSB }}= & \frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A}\left[\tilde{F}-e^{-4 A} \mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right)\right]^{2} \\
& +\frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6}\left[\mathrm{~d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)\right]^{2} \\
& +\frac{1}{2} \int_{\mathcal{M}_{6}} e^{-2 A}|r|^{2}\left[\left\langle\tilde{\varkappa}_{6} \tilde{J}_{(\Pi, R)}, \tilde{\jmath}_{(\Pi, R)}\right\rangle-\frac{\left|\left\langle\Psi_{1}, \tilde{\jmath}_{(\Pi, R)}\right\rangle\right|^{2}}{\mathrm{dVol}}\right] \\
& +\sum_{i \in \mathrm{D} \text {-branes }} \tau_{i} \int_{\mathcal{M}_{6}} e^{4 A-2 \Phi}\left(\mathrm{dVol}_{6} \rho_{i}^{\text {loc }}-\left\langle\operatorname{Re}_{1}, j_{i}\right\rangle\right) \tag{4.24}
\end{align*}
$$

where we have used $\left\langle\tilde{*}_{6} \tilde{J}_{(\Pi, R)}, \tilde{J}_{(\Pi, R)}\right\rangle=16 e^{6 A-2 \Phi} \mathrm{dVol}_{6}$. All of the four terms appearing in the above four lines are positive definite: the first two trivially; the last one because of (4.10), and the third one because of an analogous local bound

$$
\begin{equation*}
\left\langle\tilde{*}_{6} \tilde{\jmath}_{(\Pi, R)}, \tilde{\jmath}_{(\Pi, R)}\right\rangle \geq \frac{\left|\left\langle\Psi_{1}, \tilde{\jmath}_{(\Pi, R)}\right\rangle\right|^{2}}{\mathrm{dVol}}{ }_{6} \tag{4.25}
\end{equation*}
$$

that again follows from an algebraic inequality similar to (2.10).
Thus, upon some mild restrictions, we end up with a positive semi-definite warped potential (4.24) that vanishes precisely for our foliated DWSB vacua. The vanishing of

[^18]the first and second terms imposes the gauge and string-BPSness conditions (2.20), while the vanishing of the last term implies that all D-branes must be calibrated. Finally, the vanishing of the third term implies that the bound (4.25) must be saturated and this, together with (4.23), is equivalent to the requirement that the fibers of the generalized foliation $(\Pi, R)$ must be calibrated by $\omega^{(\mathrm{sf})}$. Furthermore, we explicitly see how, once the generalized foliation $(\Pi, R)$ is chosen to be calibrated - which, in the GKP case, is guaranteed by $\mathrm{d} \Omega_{0}=0$ - the dependence of $\mathcal{V}_{\text {eff }}$ on the SUSY-breaking parameter $r$ disappears. This encodes the fundamental no-scale structure of these class of vacua, a point to which we will return in section 5 .

As a simple check, we can compute $\mathcal{V}_{\text {eff }}^{\text {DWSB }}$ in the GKP case, once we plug in the usual restrictions considered in, e.g., [1], 23, 25]. Namely, let us impose from the beginning the relation between warping and RR five-form (2.3b), the underlying CY-structure and the fact that we have calibrated sources. The only surviving contribution in (4.24) comes from the second line, that gives the following effective potential

$$
\begin{align*}
\mathcal{V}_{\mathrm{eff}}^{\mathrm{GKP}} & =\frac{1}{2} \int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A}\left[*_{6} F+e^{-\Phi} H\right]^{2} \\
& =\frac{1}{4} \int_{\mathcal{M}_{6}} \mathrm{dVol}{ }_{6} e^{4 A}\left|\left(1+i *_{6}\right) \mathcal{G}_{3}\right|^{2} \tag{4.26}
\end{align*}
$$

Once translated into Einstein frame variables (where $A^{\mathrm{E}}=A-\Phi / 4$ ), this indeed reproduces the warped potential found in [23, 25].

## 5. 4D structure of DWSB vacua

After constructing a stable set of $(4+6) \mathrm{D}$ vacua, the obvious question to address is which kind of effective 4D theories (if any) they give rise to. We have already mentioned several features of the DWSB vacua of section 2 that follow from their definition, like 4D Poincaré invariance, D-flatness and the absence of open string tachyons. ${ }^{32}$ We have, in addition, considered a subfamily of models where SUSY-breaking depends on a single parameter $r$, on which the scalar potential density $\mathcal{V}_{\text {eff }}$ does not depend at its minima.

All this, of course, points to a 4D theory with pure F-term breaking and a no-scale structure, as in the well-known case of [1]. We would then like to recast our intuition in terms of ordinary $4 \mathrm{D} \mathcal{N}=1$ terminology, in order to answer basic questions such as what is the relation between the DWSB parameter $r$ and the 4D gravitino mass.

This is not such an easy task because, as mentioned before, in order to have a full 4D description one needs an appropriate prescription to truncate the theory to a finite number of 4 D modes, and such a prescription is not always available. We can, nevertheless, use the formalism and results of [9] to describe our DWSB configurations in a simple 4D $\mathcal{N}=1$ language, so that most of the features of the 4 D effective theory become manifest. By exploiting such an idea we will be able to describe the 4D F-term structure of our DWSB vacua and, in particular, to rewrite the effective potential of the previous section as a 4D Fterm potential. This will allow us, in turn, to unveil the no-scale structure of one-parameter DWSB vacua from a 4 D viewpoint.

[^19]To proceed let us define as in (9) the rescaled pure spinors

$$
\begin{equation*}
t:=e^{-\Phi} \Psi_{1} \quad \mathcal{Z}:=e^{3 A-\Phi} \Psi_{2} \tag{5.1}
\end{equation*}
$$

where $\mathcal{Z}$ was already introduced in section 3.3. In terms of these rescaled spinors the gauge and string BPSness conditions (2.20) become

$$
\begin{align*}
\mathrm{d}_{H}\left(e^{4 A} \operatorname{Re} t\right) & =e^{4 A_{\tilde{*}_{6}} F}  \tag{5.2a}\\
\mathrm{~d}_{H}\left(e^{2 A} \operatorname{Im} t\right) & =0 \tag{5.2b}
\end{align*}
$$

while the DWSB condition for one-parameter backgrounds (3.16) reads

$$
\begin{equation*}
\mathrm{d}_{H} \mathcal{Z}=i r \tilde{\jmath}_{(\Pi, R)} \tag{5.3}
\end{equation*}
$$

with $\tilde{\jmath}_{(\Pi, R)}$ defined as in (3.21).
The importance of the definitions (5.1) is that $t$ and $\mathcal{Z}$ contain the full NS sector information of our supergravity background, ${ }^{33}$ and that one can consider $\mathcal{Z}$ as a chiral field of the associated $4 \mathrm{D} \mathcal{N}=1$ description, while a second chiral field $\mathcal{T}$ contains the information about $t$ and the RR-sector. More explicitly, one can show that the independent degrees of freedom contained in $t$ can be described by Ret alone [34]. Then, one defines

$$
\begin{equation*}
\mathcal{T}:=\operatorname{Re} t-i C \tag{5.4}
\end{equation*}
$$

where $C$ is the RR gauge potential locally defined by $F=F^{\mathrm{bg}}+\mathrm{d}_{H} C$, and $F^{\mathrm{bg}}$ is some fixed background non-trivial flux. Thus, $\mathcal{T}$ and $\mathcal{Z}$ are chiral fields describing the complete flux compactification. Finally, it is useful to define the complex polyform

$$
\begin{equation*}
G:=F+i \mathrm{~d}_{H} \operatorname{Re} t \tag{5.5}
\end{equation*}
$$

that may be considered as the field strength of $\mathcal{T} .{ }^{34}$
As discussed in [9], warped flux compactifications are naturally described by a 4D $\mathcal{N}=1$ Weyl invariant formulation. The usual Einstein frame formulation can then be recovered by gauge fixing the Weyl symmetry, as we will briefly recall at the end of this section. Using the 4 D formalism of [35], one can then introduce a superpotential $\mathcal{W}$ and conformal Kähler potential $\mathcal{N}$ as functions of $\mathcal{Z}$ and $\mathcal{T}$ [9]. In order to do so, one first defines the following superpotential and conformal Kähler potential densities

$$
\begin{equation*}
W=\pi(-)^{|\mathcal{Z}|+1}\langle\mathcal{Z}, G\rangle \quad N=\frac{i \pi}{2}\langle\mathcal{Z}, \overline{\mathcal{Z}}\rangle^{1 / 3}\langle t, \bar{t}\rangle^{2 / 3} \tag{5.6}
\end{equation*}
$$

[^20]where, here and in the following, $t$ should be considered as a function of $\mathcal{T}$. Then the superpotential and conformal Kähler potential are given by
\[

$$
\begin{equation*}
\mathcal{W}=\int_{\mathcal{M}_{6}} W=\pi(-)^{|\mathcal{Z}|+1} \int_{\mathcal{M}_{6}}\langle\mathcal{Z}, G\rangle \tag{5.7}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\mathcal{N}=\int_{\mathcal{M}_{6}} N=\frac{\pi i}{2} \int_{\mathcal{M}_{6}}\langle t, \bar{t}\rangle^{2 / 3}\langle\mathcal{Z}, \overline{\mathcal{Z}}\rangle^{1 / 3} \tag{5.8}
\end{equation*}
$$

matching the previous definition (4.3). Note that $\mathcal{W}$ and $\mathcal{N}$ can be seen as the 'zero modes' of the densities $W$ and $N$, that can in turn be seen as defining a local $\mathcal{N}=1$ structure pointwise in the internal space $\mathcal{M}_{6} .{ }^{35}$

Given these definitions, let us consider the problem of relating our DWSB parameter $r$ and the gravitino mass. We can do this directly, starting with the 10D gravitino $\psi_{M}=\left(\psi_{M}^{(1)}, \psi_{M}^{(2)}\right)^{T}$ and dilatino $\lambda=\left(\lambda^{(1)}, \lambda^{(2)}\right)^{T}$. Recall that in compactifications to four dimensions one can define the following combination with diagonal 4D kinetic term

$$
\begin{equation*}
\tilde{\psi}_{\mu}:=\psi_{\mu}+\frac{1}{2} \Gamma_{\mu}\left(\Gamma^{m} \psi_{m}-\lambda\right) \tag{5.9}
\end{equation*}
$$

where $\mu, \nu, \ldots$ denote 4D indices and $m, n, \ldots$ are internal 6 D indices. Then, using the underlying $\operatorname{SU}(3) \times \operatorname{SU}(3)$ structure, one can give a natural definition of the 4 D gravitino density $\psi_{\mu}^{4 \mathrm{D}}$ as follows

$$
\begin{equation*}
\tilde{\psi}_{\mu}^{(1)}=\frac{1}{2} \psi_{\mu}^{4 \mathrm{D}} \otimes \eta_{1}^{*}+\text { c.c. } \quad \tilde{\psi}_{\mu}^{(2)}=\frac{1}{2} \psi_{\mu}^{4 \mathrm{D}} \otimes \eta_{2}^{*}+\text { c.c. } \tag{5.10}
\end{equation*}
$$

The associated 4D kinetic term is then given by

$$
\begin{equation*}
\frac{i}{2} \int_{\mathcal{M}_{6}} N\left(\bar{\psi}_{\mu}^{4 \mathrm{D}} \hat{\gamma}^{\mu \nu \rho} \nabla_{\nu} \psi_{\rho}^{4 \mathrm{D}}\right) \tag{5.11}
\end{equation*}
$$

and the standard 4D gravitino is given just by the zero mode $\psi_{(0) \mu}^{4 \mathrm{D}}$ of $\psi_{\mu}^{4 \mathrm{D}}$, that is constant in the internal space. Indeed, it has the correct kinetic term (35]

$$
\begin{equation*}
\frac{i}{2} \mathcal{N} \bar{\psi}_{(0) \mu}^{4 \mathrm{D}} \hat{\gamma}^{\mu \nu \rho} \nabla_{\nu} \psi_{(0) \rho}^{4 \mathrm{D}} \tag{5.12}
\end{equation*}
$$

that is essentially defined by the conformal Kähler potential $\mathcal{N}$. On the other hand, $\psi_{\mu}^{4 \mathrm{D}}$ contains information about higher order KK modes in the reduction of the 10D fermions and (5.11) corresponds to the generalization of the 4 D formula (5.12) that includes higher KK gravitini.

From this, it follows that the 4D gravitino mass is given by $m_{3 / 2}=\mathcal{W} / \mathcal{N}$ [35]. Analogously, we can define the gravitino mass density as

$$
\begin{equation*}
\mathfrak{m}_{3 / 2}=W / N \tag{5.13}
\end{equation*}
$$

[^21]and so we can think of the ordinary gravitino mass $m_{3 / 2}$ as the average value of $\mathfrak{m}_{3 / 2}$ evaluated with respect to the warped volume:
\[

$$
\begin{equation*}
m_{3 / 2}=\frac{\int_{\mathcal{M}_{6}} \mathfrak{m}_{3 / 2} e^{2 A-2 \Phi} \mathrm{dVol}_{6}}{\int_{\mathcal{M}_{6}} e^{2 A-2 \Phi} \mathrm{dVol}_{6}} \tag{5.14}
\end{equation*}
$$

\]

In the particular case of one-parameter DWSB vacua, it is not difficult to show that the above definitions, together with (5.2) and (5.3), lead to the identification

$$
\begin{equation*}
\mathfrak{m}_{3 / 2}=-2 e^{A} r \tag{5.15}
\end{equation*}
$$

that, up to a warp factor, identifies the SUSY-breaking parameter $r$ with the gravitino mass density. One can reach the same conclusion in a different way, starting from the following 4D formula for the SUSY transformation of the 4D gravitino density

$$
\begin{equation*}
\delta \psi_{\mu}^{4 \mathrm{D}}=\nabla_{\mu} \zeta^{*}+\frac{W}{2 N} \gamma_{\mu} \zeta \tag{5.16}
\end{equation*}
$$

that is obtained by extending the transformation for the ordinary 4D gravitino [9]. Then, by using (5.9), (5.10) and the 10D gravitino and dilatino variations for DWSB vacua, one can directly compute $\delta \psi_{\mu}^{4 \mathrm{D}}$ in terms of $r$. Indeed, comparing the result with (5.16) and (5.13), one gets the same identification (5.15).

For a generic supersymmetric background, equations (5.2) and (5.3) (with $r=0$ ), as well as their extension to $\mathrm{AdS}_{4}$ compactifications (A.28), can be understood as F- and D-flatness conditions for $\mathcal{W}$ and $\mathcal{N}[9] \cdot{ }^{36}$ Hence, one may try to obtain a 4D interpretation of DWSB by expressing (5.3) in $4 \mathrm{D} \mathcal{N}=1$ terms. Since imposing (5.2b) amounts to requiring D-flatness in our vacuum [9], the source of the SUSY-breaking must derive from a non-vanishing F-term. In the following, we would like to understand more precisely such a pattern of F-term SUSY-breaking.

Let us start by observing that, by using the D-flatness condition (5.2b), it is possible to rewrite (5.2.) as

$$
\begin{equation*}
G_{(-1)}=0 \quad \text { and } \quad G_{(3)}=0 \tag{5.17}
\end{equation*}
$$

where ${ }_{(k)}$ denotes the $k$-th components in the the generalized Hodge decomposition $\Lambda^{\bullet} T_{\mathcal{M}_{6}}^{*}=\bigoplus V_{(k)}$ induced by $\mathcal{Z}$ (see, e.g., appendix A of [9]). On the other hand eq. (5.3), encoding the DWSB pattern, decomposes as follows under the generalized Hodge decomposition

$$
\begin{equation*}
\left(\mathrm{d}_{H} \mathcal{Z}\right)_{(2)}=0 \quad\left(\mathrm{~d}_{H} \mathcal{Z}\right)_{(0)}=\operatorname{ir} \tilde{\jmath}_{(\Pi, R)} \tag{5.18}
\end{equation*}
$$

The generic holomorphic variation of $\mathcal{Z}$ takes values in $V_{(3)} \oplus V_{(1)}$ while the holomorphic fluctuations of $\mathcal{T}$ take value in $V_{(0)} \oplus V_{(-2)}$ [g]. One can immediately see that the first conditions in (5.17) and (5.18) are equivalent to the vanishing of the F-terms $\mathcal{D W}:=\partial \mathcal{W}-3 \mathcal{W} \partial \log \mathcal{N}$ associated with the holomorphic variations $\delta \mathcal{Z}_{(1)}$ and $\delta \mathcal{T}_{(-2)}$ respectively [9], that is

$$
\begin{equation*}
\mathcal{D}_{\mathcal{Z}_{(1)}} \mathcal{W}=0 \quad \mathcal{D}_{\mathcal{T}_{(-2)}} \mathcal{W}=0 \tag{5.19}
\end{equation*}
$$

[^22]On the other hand, we can analogously consider the F-term densities $\mathcal{D} W:=\partial W-$ $3 W \partial \log N$ associated with the densities $W$ and $N .{ }^{37}$ Generically one has $\mathcal{D}_{\mathcal{Z}_{(3)}} W \equiv 0$ and

$$
\begin{equation*}
\mathcal{D}_{\mathcal{T}_{(0)}} W=\pi i\left[(-)^{|\mathcal{Z}|}\left(\mathrm{d}_{H} \mathcal{Z}\right)_{(0)}+2 i \mathfrak{m}_{3 / 2} e^{2 A} \operatorname{Im} t\right] \tag{5.20}
\end{equation*}
$$

From (5.3) we then conclude that, if $\mathfrak{m}_{3 / 2}=-2 e^{A} r \neq 0$, then $\mathcal{D}_{\mathcal{T}_{(0)}} W \neq 0$. The reason is that $\tilde{\jmath}_{(\Pi, R)}$ is a pure spinor while $\operatorname{Im} t$ is a 'stable' $\mathrm{SO}(6,6)$ spinor 34 not pure by definition, and so the two terms in (5.20) cannot cancel each other out. More precisely, using (3.7) we get the following non-vanishing F-term density

$$
\begin{equation*}
\mathcal{D}_{\mathcal{T}_{(0)}} W=-\frac{1}{2} \pi e^{2 A} \mathfrak{m}_{3 / 2}\left[3 \operatorname{Im} t+\frac{1}{2}(-)^{|t|} \Lambda_{m n} \gamma^{m} \operatorname{Im} t \gamma^{n}\right] \tag{5.21}
\end{equation*}
$$

Interestingly, this particular form for $\mathcal{D}_{\mathcal{T}_{(0)}} W$ automatically implies the second condition in (5.17), $G_{(3)}=0$. Indeed, let us introduce the fluctuation of $\mathcal{T}$ with respect to the complex scalar field $\alpha$

$$
\begin{equation*}
\delta_{\alpha} \mathcal{T}=\alpha \tilde{*}_{6} \tilde{\jmath}_{(\Pi, R)} \tag{5.22}
\end{equation*}
$$

Then, the property $G_{(3)}=0$ is equivalent to

$$
\begin{equation*}
\mathcal{D}_{\alpha} W:=\left\langle\tilde{*}_{6} \tilde{\jmath}_{(\Pi, R)}, \mathcal{D}_{\mathcal{T}_{(0)}} W\right\rangle=0 \tag{5.23}
\end{equation*}
$$

that directly follows from (4.22). On the other hand, if we denote by $\delta \mathcal{T}^{\perp}$ the other fluctuations of $\mathcal{T}$ orthogonal to $\delta_{\alpha} \mathcal{T}$ with respect to the 'pointwise' metric $\left\langle\tilde{*}_{6} .\right.$, . $\rangle$, then generically $\mathcal{D}_{\mathcal{T}_{(0)}^{\perp}} W \neq 0$.

Note that (5.23) suggests an interpretation of the constraints (4.19) and (4.20) that need to be imposed to have DWSB vacua. Indeed, the equivalent constraint (4.21) coming from the field equations can be written as

$$
\begin{equation*}
\int_{\mathcal{M}_{6}} e^{-2 A} \operatorname{Im}\left\langle\tilde{*}_{6} \delta_{g, B}\left(\mathrm{~d}_{H} \overline{\mathcal{Z}}\right), \mathcal{D}_{\mathcal{T}_{(0)}} W\right\rangle=0 \tag{5.24}
\end{equation*}
$$

Recalling that the DWSB condition takes the form (5.3) for these backgrounds, the field equations could be seen as a stability condition of the F-flatness (5.23) under deformations of $\mathrm{d}_{H} \mathcal{Z}$.

We have then concluded that, in one-parameter DWSB vacua, the supersymmetrybreaking is characterized by the non-vanishing F-term density $\mathcal{D}_{\mathcal{T}_{(0)}^{\perp}} W$. Let us however stress that in order to have $\mathcal{N}=1$ vacua one has to require, in addition to (5.19), that the F-terms $\mathcal{D}_{\mathcal{T}_{(0)}} \mathcal{W}$ and $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}$ vanish [9]. Of course, in generic supersymmetric vacua (including compactifications to $\mathrm{AdS}_{4}$ ) one has a constant $\mathfrak{m}_{3 / 2} \equiv m_{3 / 2}$ and thus $\mathcal{D}_{\mathcal{T}_{(0)}} \mathcal{W}=\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}=0$ implies $\mathcal{D}_{\mathcal{T}_{(0)}} W=0$ (while $\mathcal{D}_{\mathcal{Z}_{(3)}} W \equiv 0$ identically). The converse is not true, and for example in our case $\mathcal{D}_{\mathcal{T}_{(0)}} W=0$ would not be enough to assure supersymmetry: the condition $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}=0$ has to be considered in addition, and leads to the the condition $G_{(-3)}=0$

[^23]On the other hand, in the non-supersymmetric case, if $\mathcal{D}_{\mathcal{T}_{(0)}} W \neq 0$, then we clearly have $\mathcal{D}_{\mathcal{T}_{(0)}} \mathcal{W} \neq 0$, but also $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W} \neq 0$ even if $\mathcal{D}_{\mathcal{Z}_{(3)}} W \equiv 0$. Indeed, assuming $\mathcal{D}_{\mathcal{T}_{(0)}} W \neq 0$ we obtain

$$
\begin{equation*}
\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}=\frac{\pi i}{2}\left(\mathfrak{m}_{3 / 2}-m_{3 / 2}\right) e^{-4 A} \overline{\mathcal{Z}} \tag{5.25}
\end{equation*}
$$

and thus $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}=0$ only if $\mathfrak{m}_{3 / 2}=$ const., which is generically not the case. For instance, in the warped CY case one gets

$$
\begin{equation*}
\partial\left(e^{-4 A} \mathfrak{m}_{3 / 2}\right)=0 \tag{5.26}
\end{equation*}
$$

and thus a constant $\mathfrak{m}_{3 / 2}$ would require a constant warping, which cannot happen if the fluxes are non-vanishing. If we nevertheless take the constant warping/dilaton approximation, as often assumed in the literature, we get $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W} \simeq 0$ and we are thus led to identify the warping as the origin of the non-vanishing F-term $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}$. This is in agreement with the interpretation of $\delta \mathcal{Z}_{(3)}$ as describing fluctuations of the warping [9].

To summarize, we have shown that in order to get the conditions (5.2)-(5.3) in the 4 D formulation of [9], we need to impose D-flatness (that corresponds to (5.2b)), partial F-flatness (5.19), and that SUSY-breaking is described by the non-vanishing F-term density (5.21). The latter in turn implies that the F-term $\mathcal{D}_{\mathcal{I}_{(0)}} \mathcal{W}$ is non-vanishing, as well as $\mathcal{D}_{\mathcal{Z}_{(3)}} \mathcal{W}$ that does not vanish due to warping effects. Since in the constant warp-factor approximation $\mathcal{T}$ and $\mathcal{Z}$ may be identified with the chiral fields of hyper- and vector-multiplets of an underlying $\mathcal{N}=2$ structure [36, 38], we see that one-parameter DWSB may be seen as a quaternionic SUSY-breaking (using the terminology of [10]), up to 'warping mediation' to the vector multiplet sector. ${ }^{38}$

We can now show that the potential (4.24) can be understood as a no-scale potential in the case of our DWSB vacua. In order to do so, we have to restrict from the beginning to SUSY-breaking configurations that satisfy (4.23) with a calibrated associated foliation $(\Pi, R)$. This implies that the superpotential (5.7) depends only on the fluctuation $\delta_{\alpha} \mathcal{T}$ defined in (5.22) and on the generic $\mathcal{Z}$, while it does not depend on $\delta \mathcal{T}^{\perp}$. We also impose the D-flatness condition (5.2b). Then, the potential (4.24) takes the following form

$$
\begin{equation*}
\mathcal{V}_{\text {eff }}^{\text {no-scale }}=\int_{\mathcal{M}_{6}} \mathrm{dVol}_{6} e^{4 A}\left(\left|G_{(-1)}\right|^{2}+\left|G_{(3)}\right|^{2}\right) \tag{5.27}
\end{equation*}
$$

It is not difficult to see that this potential has indeed the features of no-scale superpotentials. Namely, it is positive semi-definite and is the sum of the following F-term (densities) associated with the chiral fields $\delta \mathcal{Z}$ and $\delta_{\alpha} \mathcal{T}$ that the superpotential density depends on:

$$
\begin{equation*}
\mathcal{D}_{\mathcal{Z}} W \sim G_{(-1)} \quad \mathcal{D}_{\alpha} W \sim G_{(3)} \tag{5.28}
\end{equation*}
$$

It is useful to keep in mind the GKP subcase as an example, whose no-scale structure was discussed e.g. in [1] [23]. In this case, the restriction on calibrated foliations ( $\Pi, R$ )

[^24]boils down to requiring that the associated (3,0)-form $\Omega_{0}$ be closed and thus the $H$-field is the only source of the SUSY-breaking. Then, the above fluctuation (5.22) that affects the superpotential corresponds to the axion-dilaton fluctuations and indeed the usual Gukov-Vafa-Witten superpotential [39] (which is what (5.7) reduces to by the usual CY truncation) depends on it. The D-flatness corresponds to restricting to Kähler spaces and primitive $H$ fields and both conditions are automatic for warped Calabi-Yau's. Then the F-terms (5.28) entering the potential (4.26) in its form (5.27) correspond to the F-terms associated with the complex structure moduli and the axion-dilaton.

Finally, let us end this section by briefly recalling how to obtain the more usual Einstein frame formulation [35, 9]. One must first isolate the compensator $Y$ by the rescaling

$$
\begin{equation*}
\mathcal{Z} \quad \rightarrow \quad Y^{3} \mathcal{Z} \tag{5.29}
\end{equation*}
$$

that corresponds to the complexification of the rescaling $e^{A} \rightarrow|Y| e^{A}$ of the warping. Then the Einstein frame quantities $\mathcal{W}_{\mathrm{E}}$ and $\mathcal{K}_{\mathrm{E}}$ are defined by

$$
\begin{equation*}
\mathcal{W} \rightarrow \frac{Y^{3}}{M_{\mathrm{P}}^{3}} \mathcal{W}_{\mathrm{E}} \quad \mathcal{N} \quad \rightarrow \quad|Y|^{2} e^{-\mathcal{K}_{\mathrm{E}} / 3} \tag{5.30}
\end{equation*}
$$

with analogous expressions for the densities $W_{\mathrm{E}}$ and $e^{-K_{\mathrm{E}} / 3}$. One can then go to the Einstein frame by gauge-fixing $Y \equiv M_{\mathrm{P}} e^{\mathcal{K}_{\mathrm{E}} / 6}$. For example, in this frame the gravitino mass takes the usual form

$$
\begin{equation*}
m_{3 / 2}=\frac{1}{M_{\mathrm{P}}^{2}} e^{\mathcal{K}_{\mathrm{E}} / 2} \mathcal{W}_{\mathrm{E}} \tag{5.31}
\end{equation*}
$$

while the gravitino mass density reads

$$
\begin{equation*}
\mathfrak{m}_{3 / 2}=\frac{1}{M_{\mathrm{P}}^{2}} e^{\mathcal{K}_{\mathrm{E}} / 2} e^{\left(K_{\mathrm{E}}-\mathcal{K}_{\mathrm{E}}\right) / 3} W_{\mathrm{E}} \tag{5.32}
\end{equation*}
$$

## 6. Some subcases in detail

So far our discussion has remained at a rather general, even abstract, level. It is then reasonable to wonder to which set of supergravity vacua it applies and, in particular, if the landscape of DWSB vacua is non-trivial. In fact, most of our results apply to the subfamily of backgrounds constructed in section 3.2, where we restricted the DWSB ansatz to depend on a single complex parameter. As we have shown, this subfamily contains a non-trivial set of non-SUSY flux vacua, since it contains the GKP construction. One may still wonder, however, if it really includes any interesting class of $\mathcal{N}=0$ vacua beyond the GKP case.

The purpose of this section is to show that this is indeed the case and, in addition, to give a flavor of what DWSB vacua look like. Again, we will focus on the DWSB backgrounds of section 3.2 , which can always be related to $\mathcal{N}=1$ backgrounds by taking the SUSY-breaking parameter $r \rightarrow 0$. From the discussion of section 3.2, we are led to consider backgrounds involving fibered ${ }^{39}$ internal spaces of the form

$$
\begin{equation*}
\Pi \quad \hookrightarrow \mathcal{M}_{6} \rightarrow \mathcal{B} \tag{6.1}
\end{equation*}
$$

[^25]with a base $\mathcal{B}$ and fibers $\Pi$. Also, from section $𠃌^{5}$ we know that for these backgrounds to be vacua the fibers need to be calibrated by $\omega^{(\text {sf })}$. In particular, this implies that in some cases this fibration must be supplemented by a two-form $R$ on the fibers $\Pi$, such that $\mathrm{d} R=\left.H\right|_{\Pi}$, which together with $\Pi$ specifies a generalized fibration $(\Pi, R)$ that specifies our DWSB ansatz.

So, in the following, we will spell out several classes of backgrounds inside the DWSB subansatz of section 3.2, giving explicit formulæ relating fluxes, geometrical structures and SUSY-breaking parameters, and leaving the construction of explicit examples for the next section. As we will see, some of these backgrounds have been already identified in 10 as no-scale $\mathcal{N}=0$ vacua via the use of effective Kähler and superpotentials derived in the GCG literature. ${ }^{40}$ Here we will revisit these constructions from a full 10D viewpoint, generalizing them and giving the additional conditions needed to satisfy the 10D equations of motion. Finally, we will also construct a novel set of $\mathcal{N}=0$ vacua not considered before. In particular, we will consider backgrounds where the generalized foliation $(\Pi, R)$ contains a non-trivial two-form $R$. While these kind of backgrounds (dubbed magnetized backgrounds henceforth) are not very common in the literature, we will show that simple examples of them can be obtained via a $\beta$-deformation 40-42 of usual GKP vacua. Further examples can also be obtained via non-geometric backgrounds, whose analysis is relegated to appendix D.

## 6.1 $\mathrm{SU}(3)$-structure backgrounds

Let us first consider backgrounds whose structure group is $\mathrm{SU}(3)$. As recalled in appendix A.3, these are defined by the fact that the internal 6 D spinors $\eta_{1}$ and $\eta_{2}$ are parallel. Then the $\mathrm{SU}(3)$ structure can be characterized by the pair $(J, \Omega)$ defined in (A.25), where $J$ is a Kähler ${ }^{41}$ and $\Omega$ is a nowhere vanishing $(3,0)$ form. Locally, we can choose a vielbein $e^{a}$ such that

$$
\begin{align*}
J & =-\left(e^{1} \wedge e^{4}+e^{2} \wedge e^{5}+e^{3} \wedge e^{6}\right) \\
\Omega & =\left(e^{1}+i e^{4}\right) \wedge\left(e^{2}+i e^{5}\right) \wedge\left(e^{3}+i e^{6}\right) \tag{6.2}
\end{align*}
$$

These $\mathrm{SU}(3)$-structure backgrounds are morally closer to Calabi-Yau vacua in the sense that there is (at least formally) a weak flux limit where the deviation from a Calabi-Yau metric is small compared to the KK scale. A useful way to describe such deviation is given by the five torsion classes $W_{i}$, defined as

$$
\begin{align*}
\mathrm{d} J & =-\frac{3}{2} \operatorname{Im}\left(\bar{W}_{1} \Omega\right)+W_{4} \wedge J+W_{3} \\
\mathrm{~d} \Omega & =W_{1} J \wedge J+W_{2} \wedge J+\bar{W}_{5} \wedge \Omega \tag{6.3}
\end{align*}
$$

[^26]where $W_{1}$ is a complex scalar, $W_{2}$ is $(1,1)$ and primitive, $W_{3}$ is real $(2,1)+(1,2)$ and primitive, $W_{4}$ is a real one-form, $W_{5}$ is a $(1,0)$-form. So, as long as any of these torsion classes does not vanish we will be away from the CY case $\mathrm{d} J=\mathrm{d} \Omega=0$.

Following this general philosophy, we would like to investigate $\mathcal{N}=1 \rightarrow \mathcal{N}=0$ deformations of $\mathrm{SU}(3)$-structure backgrounds that fit into our DWSB ansatz, and see how the torsion classes depend on the SUSY-breaking parameter $r$. This will simplify the comparison of our approach with the one taken in [10], where similar $\mathrm{SU}(3)$-structure $\mathcal{N}=0$ backgrounds were considered and the discussion was presented from the point of view of torsion classes (see also 43]). In order to do a more direct comparison, we will restrict to type IIB backgrounds with calibrated D5-branes and type IIA backgrounds with calibrated D6-branes.

### 6.1.1 IIB vacua with aligned D5-branes

Type IIB SU(3)-structure backgrounds have the following pure spinors (see appendix A.3)

$$
\begin{equation*}
\Psi_{1}=e^{i \theta} e^{i J} \quad \Psi_{2}=e^{-i \theta} \Omega \tag{6.4}
\end{equation*}
$$

Let us now consider backgrounds that admit BPS (i.e., calibrated) D5-branes wrapped on a two-cycle $\Sigma$ with a worldvolume flux $\mathcal{F}=0$. Then, certain restrictions should be applied to $\Psi_{1}$ and $\Psi_{2}$. Indeed, following the arguments of [6, 20] one may see that such a D5-brane may develop F and/or D-terms in its 4D gauge theory if non-BPS. F-flatness requires that $\Sigma$ be almost-complex with respect to the almost-complex structure defined by $\Omega$, while the D-flatness condition fixes

$$
\begin{equation*}
\theta_{\mathrm{D} 5}=-\pi / 2 \tag{6.5}
\end{equation*}
$$

on top of $\Sigma$. To make contact with the setup of [10], we will also require that $\theta$ be constant. In that case, the background conditions for string and gauge BPSness (2.20) translate to

$$
\begin{array}{rlrl}
H & =F_{1}=F_{5}=0 & e^{2 A-\Phi}=\text { const. } & \mathrm{d} J \wedge J=0 \\
*_{6} F_{3} & =-e^{-2 \Phi} \mathrm{~d}\left(e^{\Phi} J\right) & \tag{6.6}
\end{array}
$$

Note that the last condition is equivalent to the ISD condition (2.23) since using (2.21), (6.5) and the second condition in (6.6) we can write $\mathcal{G}_{3}=F_{3}+i e^{-2 \Phi} \mathrm{~d}\left(e^{\Phi} J\right)$. Thus

$$
\begin{equation*}
\mathcal{G}_{3}=F_{3}+i e^{-2 \Phi} \mathrm{~d}\left(e^{\Phi} J\right) \quad \text { is ISD } \tag{6.7}
\end{equation*}
$$

which can be decomposed as ${ }^{42}$

$$
\begin{align*}
& {\left[F_{3}+i \mathrm{~d}\left(e^{-\Phi} J\right)\right]^{3,0}=0 \quad\left[F_{3}+i \mathrm{~d}\left(e^{-\Phi} J\right)\right]^{1,2}=0}  \tag{6.8}\\
& {\left[F_{3}+e^{-2 \Phi} i \mathrm{~d}\left(e^{\Phi} J\right)\right]^{2,1} \quad \text { is primitive }}
\end{align*}
$$

This is the analogue of the ISD condition eq. (2.3a) in the GKP case, as discussed in general in subsection 2.2 .

[^27]Let us now induce supersymmetry breaking via our DWSB ansatz of section 3.2, while still preserving the $\mathrm{SU}(3)$-structure above. We need an internal space fibered as in (6.1), with calibrated generalized fibers $(\Pi, R)$ that, because of (6.4) and (3.17), must satisfy $\operatorname{codim}(\Pi) \geq 4$. Thus the only possibility is that the fibers $\Pi$ are almost-complex two-cycles (i.e. such that $\left.\Omega\right|_{\Pi}=0$ ) with $R=0$. Note that, from this general approach, one obtains the setting that was assumed as the starting point in 10].

Since $\Pi$ is almost complex, in the basis entering (6.2) we can choose $e_{1}$ and $e_{4}$ as tangent to $\Pi$. As a consequence, the Kähler form $J$ splits as follows

$$
\begin{equation*}
J=J_{\mathcal{B}_{4}}+J_{\Pi_{2}} \tag{6.9}
\end{equation*}
$$

with $J_{\mathcal{B}_{4}}=-\left(e^{2} \wedge e^{5}+e^{3} \wedge e^{6}\right)$ and $J_{\Pi_{2}}=-e^{1} \wedge e^{4}$. Then the DWSB ansatz (3.16) takes the form

$$
\begin{equation*}
\mathrm{d}\left(e^{A} \Omega\right)=-2 e^{A} r J_{\mathcal{B}_{4}} \wedge J_{\mathcal{B}_{4}} \tag{6.10}
\end{equation*}
$$

It is not difficult then to identify the source of SUSY-breaking with the non-vanishing $(0,3)$ component of $F_{3}+i \mathrm{~d}\left(e^{-\Phi} J\right)$. This is clear from the general formula (5.15) relating $r$ to the gravitino mass density (5.13), that in this case is given by

$$
\begin{equation*}
\mathfrak{m}_{3 / 2}=-2 e^{A} r=2 e^{A+\Phi} \frac{\Omega \wedge\left(F_{3}+i \mathrm{~d}\left(e^{-\Phi} J\right)\right)}{\Omega \wedge \bar{\Omega}} \tag{6.11}
\end{equation*}
$$

Finally, we have to impose the field equations (4.19) and (4.20) to get a true vacuum. The $B$-field equation (4.19) is automatically satisfied while the internal Einstein equation (4.20) reduces to ${ }^{43}$

$$
\begin{equation*}
\operatorname{Re}\left\langle g_{k(m} \mathrm{d} y^{k} \wedge \iota_{n)} \Omega, \mathrm{d}\left(e^{-A} r^{*} J_{\mathcal{B}_{4}}\right)\right\rangle=0 \tag{6.12}
\end{equation*}
$$

Since $g_{k(m} \mathrm{d} y^{k} \wedge \iota_{n} \Omega$ is either a $(3,0)$ or a primitive $(2,1)$ form, it is sufficient to impose

$$
\begin{equation*}
\left[\mathrm{d}\left(e^{-A} r J_{\mathcal{B}_{4}}\right)\right]^{3,0}=\left[\mathrm{d}\left(e^{-A} r J_{\mathcal{B}_{4}}\right)\right]_{\text {prim }}^{2,1}=0 \tag{6.13}
\end{equation*}
$$

to guarantee (6.12). For example, if $A$ and $r$ are constant along the fiber $\Pi$ (as is typical when localized sources are wrapped along the fibers) and $\mathrm{d} J_{\mathcal{B}_{4}}=\mathrm{d} f \wedge J_{\mathcal{B}_{4}}$ for some real function defined on the base $\mathcal{B}_{4}$, then the conditions (6.13) amount to $\left[\mathrm{d}\left(e^{-A} r f\right)\right]^{1,0}=0$. We will construct simple examples in the next section where the latter is satisfied.

Let us now write the above conditions in terms of the torsion classes defined in (6.3). First of all, from (6.10) we have a direct relation between our susy-breaking parameter $r$ and the first torsion class:

$$
\begin{equation*}
W_{1}=-\frac{2}{3} r \tag{6.14}
\end{equation*}
$$

In addition, we have

$$
\begin{array}{ll}
W_{2}=2 W_{1}\left(J_{\mathcal{B}}-2 J_{\Pi}\right) & W_{3}=-i e^{\Phi}\left(F_{3}\right)_{\text {prim }}^{2,1}+\text { c.c. } \\
W_{4}=0 & W_{5}=-(\mathrm{d} A)^{1,0} \tag{6.15}
\end{array}
$$

[^28]Furthermore, there are some additional relations coming from the BPSness conditions (2.20) that we repeat here for completeness

$$
\begin{equation*}
\mathrm{d}(2 A-\Phi)=0 \quad H=F_{1}=F_{5}=0 \quad\left(F_{3}\right)_{\text {non-prim }}^{2,1}=-i e^{-\Phi}(\mathrm{d} \Phi)^{1,0} \wedge J \tag{6.16}
\end{equation*}
$$

All the above conditions are in perfect agreement with the conditions proposed in 10 for $\mathrm{SU}(3)$ vacua with D5/D9-branes. In 10 this set of relations were first obtained in the constant warp-factor/dilaton approximation, and later completed to include non-trivial dilaton and warp-factor. In this second step, the prescription was imposed that any nonsinglet condition under the $\mathrm{SU}(3)$-structure group should remain unchanged with respect to the supersymmetric case. It is quite satisfactory to rederive the same set of conditions from our 10D approach. Note, however, that we also find an extra condition, namely (6.12), that must be satisfied by any true vacuum. It would be interesting to see which backgrounds this extra condition excludes as true vacua.

### 6.1.2 IIA vacua with aligned D6-branes

We now turn to IIA backgrounds with $\mathrm{SU}(3)$ structure and D6-branes. The pure spinors have the following form

$$
\begin{equation*}
\Psi_{1}=\Omega \quad \Psi_{2}=e^{-i \theta} e^{i J} \tag{6.17}
\end{equation*}
$$

where we have reabsorbed in $\Omega$ the phase appearing in (A.27). The BPSness conditions (2.20) now become

$$
\begin{array}{rlrl}
F_{4} & =F_{6}=0 & \mathrm{~d}\left(e^{2 A-\Phi} \operatorname{Im} \Omega\right) & =0 \\
*_{6} F_{0} & =e^{-\Phi} H \wedge \operatorname{Re} \Omega & { }_{6} F_{2} & =-e^{-4 A} \mathrm{~d}\left(e^{4 A-\Phi} \operatorname{Re} \Omega\right) . \tag{6.18}
\end{array}
$$

Following the same argument as for D5-branes, if we want to have BPS D6-branes, they should satisfy the F-flatness and D-flatness conditions derived in [6, 20]. F-flatness now implies that the internal three-cycle $\Sigma$ wrapped by the D6-brane should be Lagrangian with respect to $J$ (i.e. $\left.J\right|_{\Sigma}=0$ ) and that $\mathcal{F}=0$, while the D-flatness requires that $\left.\operatorname{Im} \Omega\right|_{\Sigma}=0$.

Let us then assume that the fibration (6.1) characterizing the SUSY-breaking has special Lagrangian three-cycles as fibers ${ }^{44}$ and thus $R=0$ by the above arguments. In the vielbein basis introduced in (6.2) we can choose $e_{1}, e_{2}, e_{3}$ as tangent to the fibers $\Pi_{3}$. The resulting pure spinor expression (3.7) is then given by

$$
\begin{equation*}
\mathrm{d}_{H}\left(e^{3 A-\Phi-i \theta} e^{i J}\right)=4 i r e^{3 A-\Phi} \operatorname{Im} \Omega_{\mathcal{B}_{3}} \tag{6.19}
\end{equation*}
$$

where $\operatorname{Im} \Omega_{\mathcal{B}_{3}}=-e^{4} \wedge e^{5} \wedge e^{6}$. This equation in turn implies that $\theta$ and $e^{3 A-\Phi}$ are constant and thus the following relations

$$
\begin{equation*}
H+i \mathrm{~d} J=4 i e^{i \theta} r \operatorname{Im} \Omega_{\mathcal{B}_{3}} \quad J \wedge \mathrm{~d} J=0 \quad J \wedge H=0 \tag{6.20}
\end{equation*}
$$

must be satisfied. Note that the first condition in (6.20) implies the other two, as well as the condition $H \wedge \operatorname{Im} \Omega=0$ in (6.18). In this case the gravitino mass can be written as

$$
\begin{equation*}
\mathfrak{m}_{3 / 2}=-2 e^{A} r=3 i e^{A-i \theta} \frac{(H+i \mathrm{~d} J) \wedge \operatorname{Re} \Omega}{J \wedge J \wedge J} \tag{6.21}
\end{equation*}
$$

[^29]To summarize, for IIA backgrounds with aligned D6-branes wrapping $\Pi_{3}$ we must impose the following relations

$$
\begin{array}{rlrl}
F_{4} & =F_{6}=0 & e^{3 A-\Phi} & =\text { const. } \\
e^{\Phi} *_{6} F_{2} & =-e^{-A} \mathrm{~d}\left(e^{A} \operatorname{Re} \Omega\right) & e^{\Phi} F_{0} & =-4 \operatorname{Im}\left(e^{i \theta} r\right) \\
H & =-4 \operatorname{Im}\left(e^{i \theta} r\right) \operatorname{Im} \Omega_{\mathcal{B}_{3}} & \mathrm{~d} J & =4 \operatorname{Re}\left(e^{i \theta} r\right) \operatorname{Im} \Omega_{\mathcal{B}_{3}}
\end{array}
$$

in addition to which we must consider the constraints coming from the equations of motion (4.19) and (4.20). In the present context they reduce to

$$
\begin{equation*}
\mathrm{d}\left[e^{-2 A} r\left(\operatorname{Re} \Omega-\operatorname{Re} \Omega_{\Pi_{3}}\right)\right]=0 \tag{6.23}
\end{equation*}
$$

where $\operatorname{Re} \Omega_{\Pi_{3}}=e^{1} \wedge e^{2} \wedge e^{3}$.
Let us now translate the above conditions in terms of torsion classes. Again, we have a direct relation between the first torsion class and $r$ :

$$
\begin{equation*}
W_{1}=-\frac{2}{3} \operatorname{Re}\left(e^{i \theta} r\right) \tag{6.24}
\end{equation*}
$$

while the other torsion classes are given by

$$
\begin{array}{ll}
W_{2}=e^{\Phi}\left(F_{2}\right)_{\text {prim }}^{1,1} & W_{3}=-\frac{3}{2} W_{1}\left(4 \operatorname{Im} \Omega_{\mathcal{B}_{3}}-\operatorname{Im} \Omega\right), \\
W_{4}=0 & W_{5}=(\mathrm{d} A)^{1,0}
\end{array}
$$

The remaining conditions not encoded in the torsion classes are

$$
\begin{array}{rlrl}
F_{4} & =F_{6}=0 & \mathrm{~d}(3 A-\Phi) & =0 \\
H & =-\frac{1}{6 W_{1}} e^{\Phi} F_{0} \mathrm{~d} J & e^{\Phi} F_{2} & =2 \mathrm{~d} A \cdot \operatorname{Im} \Omega-2 W_{1} J+W_{2}  \tag{6.26}\\
&
\end{array}
$$

as well as the equation of motion (6.23). Again, one can check that such conditions reproduce the ones found in [10] via a 4D approach and some educated guessing, while the relation (6.23) is new.

### 6.2 IIB vacua with static $\mathrm{SU}(2)$-structure

Let us now consider classes of backgrounds beyond the ones in [10], but to which our 10D approach applies equally well. We will first consider static $\mathrm{SU}(2)$-structure backgrounds, defined by the condition that the two internal spinors $\eta_{1}$ and $\eta_{2}$ are everywhere orthogonal. In the case of IIB, this means that we can introduce a one-form $\theta=\theta_{m} \mathrm{~d} y^{m}$ such that

$$
\begin{equation*}
\eta_{2}=-\frac{i}{2} \theta_{m} \gamma^{m} \eta_{1}^{*} \tag{6.27}
\end{equation*}
$$

Note that, by definition,

$$
\begin{equation*}
\theta^{m} \bar{\theta}_{m}=2 \quad\left(1+i J_{1}\right)^{n}{ }_{m} \theta_{n}=\left(1+i J_{2}\right)^{n}{ }_{m} \theta_{n}=0 \tag{6.28}
\end{equation*}
$$

We can now split the two $\mathrm{SU}(3)$-structures defined by $\eta_{1}$ and $\eta_{2}$ in components tangent and orthogonal to $\theta$ as follows (see e.g. [4])

$$
\left\{\begin{array} { l } 
{ J _ { 1 } = - \frac { i } { 2 } \theta \wedge \overline { \theta } + j }  \tag{6.29}\\
{ J _ { 2 } = - \frac { i } { 2 } \theta \wedge \overline { \theta } - j }
\end{array} \quad \left\{\begin{array}{l}
\Omega_{1}=-\theta \wedge w \\
\Omega_{2}=\theta \wedge \bar{w}
\end{array}\right.\right.
$$

with $\iota_{\theta j}=\iota_{\bar{\theta}} j=\iota_{\theta} w=\iota_{\bar{\theta}} w=0$. The resulting pure spinors have the form

$$
\begin{align*}
& \Psi_{1}=w \wedge e^{\frac{1}{2} \theta \wedge \bar{\theta}} \\
& \Psi_{2}=\theta \wedge e^{i j} \tag{6.30}
\end{align*}
$$

Let us now consider a D5-brane wrapping a two-cycle $\Sigma$. Its BPS conditions read 20]

$$
\begin{array}{rlll}
\left.\theta\right|_{\Sigma}=0 & \left.j\right|_{\Sigma}=0 & \mathcal{F}=0 & \mathrm{~F}-\text { flatness }  \tag{6.31}\\
\left.\operatorname{Im} w\right|_{\Sigma}=0 & & \mathrm{D}-\text { flatness }
\end{array}
$$

Again, if we choose the two-dimensional fibers $(\Pi, R)$ in the generalized fibration associated with the SUSY-breaking, they have to obey the same conditions. Thus $R=0$ and the right-hand side of (3.16) is a four-form, implying that

$$
\begin{equation*}
\mathrm{d}\left(e^{3 A-\Phi} \theta\right)=0 \tag{6.32}
\end{equation*}
$$

This means that we can locally introduce a complex coordinate $z$ such that $\mathrm{d} z=e^{3 A-\Phi} \theta$. The hypersurfaces $D$ defined by $z=$ constant then admit an $\operatorname{SU}(2)$ structure defined by the pair $\left(\left.j\right|_{D},\left.w\right|_{D}\right)$. Finally, (6.31) reduces to the statement that calibrated two-cycles are SLag cycles inside the leaves $D$, and hence the fibers $\Pi$ in the fibration (6.1) define a SLag fibration of the leaves $D$. From (3.16), this also implies that

$$
\begin{equation*}
\left.\mathrm{d} j\right|_{D}=\left.0 \quad H\right|_{D}=0 \tag{6.33}
\end{equation*}
$$

so that $\left.j\right|_{D}$ is a symplectic form on the leaves $D$.
We can select a local basis $e_{a}$ such that $e_{1}, e_{2}, e_{4}, e_{5}$ are tangent to $D$ and

$$
\begin{align*}
j & =-\left(e^{1} \wedge e^{4}+e^{2} \wedge e^{5}\right) \\
w & =\left(e^{1}+i e^{4}\right) \wedge\left(e^{2}+i e^{5}\right) \\
\theta & =e^{3}+i e^{6} \tag{6.34}
\end{align*}
$$

Furthermore we can take $e_{1}$ and $e_{2}$ tangent to $\Pi$. With choice of basis, let us decompose dj and $H$ as follows

$$
\begin{equation*}
\mathrm{d} j=(f \wedge \bar{\theta}+\text { c.c. })+\frac{i}{2} u \wedge \theta \wedge \bar{\theta} \quad H=(g \wedge \bar{\theta}+\text { c.c. })+\frac{i}{2} h \wedge \theta \wedge \bar{\theta} \tag{6.35}
\end{equation*}
$$

with $f, g$ complex two-forms and $u, h$ real one-forms that can be expanded in the basis $e^{1}, e^{2}, e^{4}, e^{5}$. Then (3.16) reduces to the condition

$$
\begin{equation*}
g+i f=2 r e^{4} \wedge e^{5} \tag{6.36}
\end{equation*}
$$

that identifies the origin of SUSY-breaking in the component of $H+i \mathrm{~d} j$ along $e^{4} \wedge e^{5} \wedge \bar{\theta}$. Further constraints come form the string BPSness condition (2.20b), that gives

$$
\begin{equation*}
\mathrm{d}\left(e^{2 A-\Phi} \operatorname{Im} w\right)=0 \quad h \wedge \operatorname{Im} w=e^{4 A-\Phi}\left[\mathrm{d}\left(e^{\Phi-4 A} \operatorname{Re} w\right)\right]_{D} \tag{6.37}
\end{equation*}
$$

where ${ }_{D}$ indicates that, in the expansion in the vielbein basis $e^{a}$, we pick up only terms containing $e^{1}, e^{2}, e^{4}, e^{5}$. The first condition in (6.37) may be rephrased by saying that the $\mathrm{SU}(2)$ structure $\left(\left.j\right|_{D},\left.w\right|_{D}\right)$ on $D$ is 'half-flat'. In addition, from the gauge BPSness condition (2.20a) we get

$$
\begin{align*}
F_{5} & =0 & *_{6} F_{3}=-e^{-4 A} \mathrm{~d}\left(e^{4 A-\Phi} \operatorname{Re} w\right) \\
e^{\Phi} *_{6} F_{1} & =H \wedge \operatorname{Re} w-i(2 \mathrm{~d} A-\mathrm{d} \Phi) \wedge \operatorname{Im} w \wedge \theta \wedge \bar{\theta} &
\end{align*}
$$

The second condition can be restated as

$$
\begin{equation*}
\mathcal{G}_{3}=F_{3}+i e^{-4 A} \mathrm{~d}\left(e^{4 A-\Phi} \operatorname{Re} w\right) \quad \text { is ISD } \tag{6.39}
\end{equation*}
$$

as discussed in general in subsection 2.2.
It remains to discuss the possible constraints coming from the equations of motion (4.19) and (4.20). For both, we need first to compute

$$
\begin{equation*}
3 \operatorname{Re} \Psi_{1}-\frac{1}{2} \Lambda^{m n} \gamma_{m} \operatorname{Re} \Psi_{1} \gamma_{n}=-4 e^{4} \wedge e^{5}+2 i \theta \wedge \bar{\theta} \wedge\left(e^{1} \wedge e^{5}+e^{4} \wedge e^{2}\right) \tag{6.40}
\end{equation*}
$$

Then, the $B$-field equations (4.19) reduce to

$$
\begin{equation*}
\operatorname{Im}\left\langle\theta, \mathrm{d}\left(e^{A-\Phi} r^{*} e^{4} \wedge e^{5}\right)\right\rangle_{4}=0 \tag{6.41}
\end{equation*}
$$

This is solved if for example we impose that

$$
\begin{equation*}
\mathrm{d}\left(e^{A-\Phi} r^{*} e^{4} \wedge e^{5}\right)=0 \tag{6.42}
\end{equation*}
$$

Note that if we assume that (6.42) is indeed satisfied, the internal Einstein equations (4.20) get simplified too, reducing to the following conditions

$$
\begin{align*}
& e_{1}\left(e^{-7 A+2 \Phi} r\right)=e_{2}\left(e^{-7 A+2 \Phi} r\right)=0 \quad e_{4}\left(e^{-7 A+2 \Phi} r\right)=-e^{-7 A+2 \Phi} r \iota_{e_{1}} h \\
& g \wedge e^{4} \wedge e^{5}=0 \quad e_{5}\left(e^{-7 A+2 \Phi} r\right)=-e^{-7 A+2 \Phi} r \iota_{e_{2}} h \tag{6.43}
\end{align*}
$$

The more general case where (6.42) is not satisfied can be worked out straightforwardly and for simplicity we refrain from discussing it explicitly.

### 6.3 Magnetized vacua from $\beta$-deformations

So far we have considered DWSB vacua described by generalized fibrations ( $\Pi, R$ ) that are ordinary ones, with no 'magnetic flux' $R$ supplementing (6.1). The purpose of this subsection is to describe a simple way to construct magnetized DWSB vacua.

Indeed, suppose that we have a GKP vacuum that admits a $\mathrm{U}(1) \times \mathrm{U}(1)$ isometry group, and thus defines a $\mathbf{T}^{2}$ fibration of the internal space $\mathcal{M}_{6}$. Then, we can obtain a new
(dual) background by performing a $\beta$-deformation, which is a particular transformation of the $\mathrm{SO}(2,2)$ extended T-duality group associated with the $\mathrm{U}(1) \times \mathrm{U}(1)$ symmetry. Recently, this trick was used in 40] to find the supergravity background dual to the field theory $\beta$ deformation 45] of the $\mathcal{N}=4$ SYM theory. In [4]] it was realized that generalized geometry provides a very natural way to describe $\beta$-deformations and 42 followed this approach to find new classes of backgrounds dual to $\beta$-deformed $\mathcal{N}=1$ superconformal quiver gauge theories. Here we will apply the procedure described in 42 to compact non-SUSY vacua.

To proceed, let us call $y^{1}, y^{2}$ the coordinates along $\mathbf{T}^{2}$ (with $y^{1,2} \simeq y^{1,2}+1$ ) and $y^{3}, \ldots, y^{6}$ the remaining coordinates. Then a $\beta$ deformation can be described as a $O(6,6)$ T-duality transformation, acting on the $H$-twisted extension bundle $E$ defined in (D.2) (which is locally isomorphic to $T_{M} \oplus T_{M}^{*}$ ), of the form

$$
\mathcal{O}_{\beta}=\left(\begin{array}{ll}
\mathbb{1} & \beta  \tag{6.44}\\
0 & \mathbb{1}
\end{array}\right)
$$

where $\beta=\gamma \partial_{y^{1}} \wedge \partial_{y^{2}}$, with $\gamma$ constant. The action on the twisted pure spinors defined in footnote 33 and (D.3) is given by

$$
\begin{equation*}
\mathcal{O}_{\beta}=e^{\beta} \cdot=1+\beta \cdot \quad \text { with } \quad \beta \cdot:=\gamma \iota_{y^{1}} \iota_{y^{2}} \tag{6.45}
\end{equation*}
$$

By assumption, the background fields and the pure spinors are invariant under the $\mathrm{U}(1) \times$ $\mathrm{U}(1)$ group describing $\mathbf{T}^{2}$ and thus it is easy to see that $\mathcal{O}_{\beta}$. commutes with the exterior derivative $d$ appearing in the twisted version of (2.20) and (3.16). This explicitly shows that, starting with a GKP vacuum (that has $\tilde{\jmath}_{\text {GKP }} \sim \mathrm{d} y^{1} \wedge \ldots \wedge \mathrm{~d} y^{6}$ ), after a $\beta$-deformation we get a DWSB vacuum with

$$
\begin{equation*}
\tilde{\jmath}_{\left(\mathbf{T}^{2}, R\right)}^{\mathrm{tw}} \sim\left(\gamma-\mathrm{d} y^{1} \wedge \mathrm{~d} y^{2} \wedge\right) \mathrm{d} y^{3} \wedge \ldots \wedge \mathrm{~d} y^{6} \tag{6.46}
\end{equation*}
$$

Clearly, $\tilde{\jmath}_{\left(\mathbf{T}^{2}, R\right)}=e^{-B} \wedge \tilde{\jmath}_{\left(\mathbf{T}^{2}, R\right)}^{\mathrm{t}}$ describes a generalized fibration with non-zero $R$, up to non-generic cancellations generated by the $B$-field twist. By the very same argument, one can also see that the new $\Psi_{2}$ contains a point-dependent one-form and thus generically this background corresponds to a non-static $\mathrm{SU}(2)$-structure.

Let us be more specific and consider a simplified setting, where the original GKP vacuum has constant dilaton $e^{\Phi} \equiv g_{s}$ and the internal space has factorized structure $\mathcal{M}_{6} \simeq$ $\mathbf{T}^{2} \times D$ with metric

$$
\begin{equation*}
g^{\mathrm{GKP}}=e^{-2 A} \hat{g}=e^{-2 A}\left(\hat{g}_{\mathbf{T}^{2}}+\hat{g}_{D}\right) \tag{6.47}
\end{equation*}
$$

where $\hat{g}=\hat{g}_{\mathbf{T}^{\mathbf{2}}}+\hat{g}_{D}$ is the unwarped CY metric. Furthermore, we assume that $B^{\mathrm{GKP}}$ has no legs along $y^{1}, y^{2} .{ }^{45}$ Then, by smearing the background D3-branes and O3-plane along $\mathbf{T}^{2}$ and performing the $\beta$-deformation one gets a NS background

$$
\begin{align*}
\mathrm{d} s^{2} & =e^{-2 A}\left(g_{s}^{-2} e^{2 \Phi} \mathrm{~d} s_{\mathbf{T}^{2}}^{2}+\mathrm{d} s_{D}^{2}\right) \\
B & =B^{\mathrm{GKP}}+\Delta B:=B^{\mathrm{GKP}}-\gamma g_{s}^{-2} e^{2 \Phi-4 A} \operatorname{det} \hat{g}_{\mathbf{T}^{\mathbf{2}}} \mathrm{d} y^{1} \wedge \mathrm{~d} y^{2} \\
e^{\Phi} & =g_{s}\left(1+\gamma^{2} e^{-4 A} \operatorname{det} \hat{g}_{\mathbf{T}^{2}}\right)^{-1 / 2} \tag{6.48}
\end{align*}
$$

[^30]as well as RR background fields given by
\[

$$
\begin{equation*}
F=e^{-\Delta B} \wedge\left(e^{\beta} \cdot F^{\mathrm{GKP}}\right) \tag{6.49}
\end{equation*}
$$

\]

This implies that the ISD 3 -form of this background is

$$
\begin{equation*}
\mathcal{G}_{3}=F_{3}+i e^{-\Phi} \operatorname{Re}\left(e^{i \alpha}\left[H-i e^{-2 A} \mathrm{~d}\left(e^{2 A} J\right)\right]\right) \tag{6.50}
\end{equation*}
$$

where $J=g_{s}^{-2} e^{-2 A}\left(e^{2 \Phi} J_{\mathbf{T}^{2}}+J_{D}\right)$ and

$$
\begin{equation*}
\cos \alpha=g_{s}^{-1} e^{\Phi} \quad \text { and } \quad \sin \alpha=g_{s}^{-1} e^{\Phi} \gamma e^{-2 A}\left(\operatorname{det} \hat{g}_{\mathbf{T}^{2}}\right)^{1 / 2} \tag{6.51}
\end{equation*}
$$

so that $\mathcal{G}_{3}$ interpolates between the expressions $\mathcal{G}_{3}=F_{3}+i e^{-\Phi} H$ and (6.7)..$^{46}$
The pure spinors $e^{-\Phi} \Psi_{1,2}$ and $\tilde{\jmath}_{\left(\mathbf{T}^{2}, \mathbf{R}\right)}$ also transform as the RR fields in (6.49) and so comparing the end result with the DWSB ansatz (3.16) one gets

$$
\begin{equation*}
R=\frac{1}{\gamma} g_{s}^{-2} e^{2 \Phi} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2}=-\gamma^{-2} e^{4 A} \Delta B \tag{6.52}
\end{equation*}
$$

The $\beta$-transform does, of course, also act on D-branes. Instead of the GKP D3-brane we will have D5-branes wrapping $\mathbf{T}^{2}$ at different points in $D$. We can split the gauge invariant world-volume field-strength into $\mathcal{F}=\left.B\right|_{\mathbf{T}^{2}}+\mathrm{F} / 2 \pi$, where F is a pure $\mathrm{U}(1)$ field-strength. As in [42], the precise value of F generated by the $\beta$-deformation can be easily computed to be

$$
\begin{equation*}
\mathrm{F}=\frac{2 \pi}{\gamma} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2} \tag{6.53}
\end{equation*}
$$

If $\gamma=m / n$, the $\beta$-deformation maps $n$ coinciding D 3 -branes to $m$ coinciding D5-branes on which F is quantized (see e.g. [42]). However, it is important to observe that $\mathcal{F}=0$ on the resulting D5-branes since on them $e^{A} \rightarrow 0$ and so $\left.B\right|_{\mathbf{T}^{2}} \rightarrow-(1 / \gamma) \mathrm{d} y^{1} \wedge \mathrm{~d} y^{2}$. Hence these D5-branes are unmagnetized and no D3-brane charge is induced on them. The same conclusion can be reached by directly looking at the calibration condition for D5-branes wrapped on $\mathbf{T}^{2}$.

## 7. Simple examples

Let us now provide explicit constructions of the DWSB subcases that were analyzed in the previous section, in order to illustrate the physics of DWSB vacua in a more concrete way. As our ansatz involves the fibration (6.1), the natural laboratory to build such vacua are twisted tori and other toroidal-like geometries, which is the kind of geometric backgrounds that we will consider here. This will allow us to further compare the results of our 10D approach with those of [10] where detailed soft term computations were performed for the particular case of twisted tori.

Note that constructing explicit backgrounds not only allows to materialize the general ideas and computations carried above, but also to push the calculation of quantities of phenomenological interest, like the spectrum of D-brane soft terms that we will discuss in the next section. Again, since such computations will be carried out for twisted tori and close relatives, it will be straightforward to compare with the soft term results of [10].

[^31]
### 7.1 Type IIB on $S U(3)$-structure twisted tori

To construct an explicit type IIB $\mathrm{SU}(3)$-structure compactification let us, following 48, first consider the following NSNS background ${ }^{47}$

$$
\begin{align*}
\mathrm{d} s^{2} & =e^{2 A} \mathrm{~d} s_{\mathbb{R}^{1,3}}^{2}+\mathrm{d} s_{\mathcal{M}_{6}}^{2}  \tag{7.1a}\\
\mathrm{~d} s_{\mathcal{M}_{6}}^{2} & =\alpha^{\prime}(2 \pi)^{2}\left\{e^{2 A}\left[R_{1}^{2}\left(\eta^{1}\right)^{2}+R_{4}^{2}\left(\eta^{4}\right)^{2}\right]+e^{-2 A} \sum_{j=2,3,5,6} R_{j}^{2}\left(\mathrm{~d} y^{j}\right)^{2}\right\}  \tag{7.1b}\\
H & =0 \tag{7.1c}
\end{align*}
$$

where the warp factor $A$ only depends on $\mathcal{B}_{4}=\left\{y^{2}, y^{3}, y^{5}, y^{6}\right\}$ and $\eta^{1}, \eta^{4}$ are non-closed one-forms satisfying

$$
\begin{equation*}
\mathrm{d} \eta^{a}=\frac{1}{2} f_{j k}^{a} \mathrm{~d} y^{j} \wedge \mathrm{~d} y^{k}, \quad a=1,4, \quad j, k=2,3,5,6 \tag{7.2}
\end{equation*}
$$

and so, in the limit of constant warp factor, $\mathcal{M}_{6}$ is nothing but a twisted six-torus. In terms of the $\mathrm{SU}(3)$-structure backgrounds discussed in section 6.1.1 we have that the $\mathrm{SU}(3)$ invariant forms are

$$
\begin{align*}
& J=-\alpha^{\prime}(2 \pi)^{2}\left[e^{2 A} R_{1} R_{4} \eta^{1} \wedge \eta^{4}+e^{-2 A}\left(R_{2} R_{5} \mathrm{~d} y^{2} \wedge \mathrm{~d} y^{5}+R_{3} R_{6} \mathrm{~d} y^{3} \wedge \mathrm{~d} y^{6}\right)\right]  \tag{7.3a}\\
& \Omega=\alpha^{\prime 3 / 2}(2 \pi)^{3} e^{-A}\left(R_{1} \eta^{1}+i R_{4} \eta^{4}\right) \wedge\left(R_{2} \mathrm{~d} y^{2}+i R_{5} \mathrm{~d} y^{5}\right) \wedge\left(R_{3} \mathrm{~d} y^{3}+i R_{6} \mathrm{~d} y^{6}\right) \tag{7.3b}
\end{align*}
$$

In order to ensure that $\mathcal{M}_{6}$ is compact, we will demand that the structure constants $f_{i j}^{a}$ be integer constants. Besides that, in principle they can take any discrete value. Similarly, the six radii $R_{a}, R_{i}$ can take any real value and the dilaton $\Phi$ may be an arbitrary function. ${ }^{48}$ Imposing D-string and gauge BPSness, namely eqs. (6.6), implies that

$$
\begin{align*}
e^{\Phi-2 A} & \equiv g_{s}=\text { const. }  \tag{7.4a}\\
\mathrm{d} J \wedge J & =0 \quad \Rightarrow \quad f_{25}^{a} R_{3} R_{6}+f_{36}^{a} R_{2} R_{5}=0, \quad a=1,4 \tag{7.4b}
\end{align*}
$$

as well as

$$
\begin{equation*}
g_{s} * \mathcal{M}_{6} F_{3}=\alpha^{\prime}(2 \pi)^{2} R_{1} R_{4}\left[4 \mathrm{~d} A \wedge \eta^{1} \wedge \eta^{4}+\mathrm{d}\left(\eta^{1} \wedge \eta^{4}\right)\right] \tag{7.5}
\end{equation*}
$$

which can also be seen as constraints arising from the equations of motion 48]. This last condition can be rewritten as

$$
\begin{equation*}
g_{s} F_{3}=*_{\mathcal{B}_{4}} \mathrm{~d} e^{-4 A}-\alpha^{\prime}(2 \pi)^{2}\left(R_{1}^{2} \eta^{1} \wedge *_{\mathcal{B}_{4}} \mathrm{~d} \eta^{1}+R_{4}^{2} \eta^{4} \wedge *_{\mathcal{B}_{4}} \mathrm{~d} \eta^{4}\right) \tag{7.6}
\end{equation*}
$$

or

$$
\begin{equation*}
F_{3}=g_{s}^{-1} *_{\mathcal{B}_{4}} \mathrm{~d} e^{-4 A}-\alpha^{\prime}(2 \pi)^{2} \tilde{g}_{s}^{-1}\left(\frac{R_{1}}{R_{4}} \eta^{1} \wedge *_{\mathcal{B}_{4}} \mathrm{~d} \eta^{1}+\frac{R_{4}}{R_{1}} \eta^{4} \wedge * \mathcal{B}_{4} \mathrm{~d} \eta^{4}\right) \tag{7.7}
\end{equation*}
$$

where we have defined $\tilde{g}_{s}=g_{s} / R_{1} R_{4}$ as the vev of the 4 D dilaton field, as in 48]. Here, $*_{\mathcal{B}_{4}}$ stands for Hodge duality in the unwarped coordinates $\left\{y^{2}, y^{5}, y^{3}, y^{6}\right\}$.

[^32]The first component of (7.6) arises from the backreaction of D5-branes and O5-planes transverse to $\mathcal{B}_{4}$, and vanishes in the limit of constant warp factor. On the other hand, the second terms survives this limit, and should be thought as a properly quantized background flux. Indeed, one should be able to write (7.6) as

$$
\begin{equation*}
F_{3}=g_{s}^{-1} * \mathcal{B}_{4} \mathrm{~d} e^{-4 A}-\alpha^{\prime}(2 \pi)^{2}\left(\eta^{1} \wedge F_{\mathcal{B}_{4}}^{1}+\eta^{4} \wedge F_{\mathcal{B}_{4}}^{4}\right) \equiv g_{s}^{-1} *_{\mathcal{B}_{4}} \mathrm{~d} e^{-4 A}+F_{3}^{\mathrm{bg}} \tag{7.8}
\end{equation*}
$$

where $F_{\mathcal{B}_{4}}^{a}$ are primitive, integer-valued two-forms of $\mathcal{B}_{4}$, just like $\mathrm{d} \eta^{a}$. In practice, the fact that all these forms are integer-valued and the equality between (7.7) and (7.8) will select particular values for the radii $R_{i}$ and $g_{s}$. In some cases, this process can be described via an effective potential lifting these would-be moduli. For instance, note that if we further impose the constraint

$$
\begin{equation*}
\mathrm{d}\left(e^{A} \Omega\right)=0 \tag{7.9}
\end{equation*}
$$

then $\mathrm{d} \eta^{a}$ must be $(1,1)$ primitive forms of $\mathcal{B}_{4}$. This implies that they are integer anti-selfdual forms of $\mathcal{B}_{4}$. This indeed fixes the $\mathcal{B}_{4}$ complex structure moduli, since not every $\mathcal{B}_{4}$ admits ASD integer 2-forms. In addition, since then $F_{\mathcal{B}_{4}}^{1}=-\tilde{g}_{s}^{-1} R_{1} / R_{4} \mathrm{~d} \eta^{1}$ and $F_{\mathcal{B}_{4}}^{4}=$ $-\tilde{g}_{s}^{-1} R_{4} / R_{1} \mathrm{~d} \eta^{4}$, this puts constraints on $R_{1} / R_{4}$ and on $\tilde{g}_{s}$.

However, from the discussion in section 6.1.1 (see also (48) we know that (7.9) is only imposed by supersymmetry, and that it will not be satisfied for DWSB vacua. Indeed, in general we have

$$
\begin{equation*}
\mathrm{d}\left(e^{A} \Omega\right)=\alpha^{\prime 3 / 2}(2 \pi)^{3}\left[\left(\mathrm{~d} \eta^{1}\right)^{\mathrm{SD}}+i\left(\mathrm{~d} \eta^{4}\right)^{\mathrm{SD}}\right] \wedge \Omega_{\mathcal{B}_{4}} \tag{7.10}
\end{equation*}
$$

where $S D$ selects the self-dual component of $\mathrm{d} \eta^{a}$ and

$$
\begin{equation*}
\Omega_{\mathcal{B}_{4}}=\left(R_{2} \mathrm{~d} y^{2}+i R_{5} \mathrm{~d} y^{5}\right) \wedge\left(R_{3} \mathrm{~d} y^{3}+i R_{6} \mathrm{~d} y^{6}\right) \tag{7.11}
\end{equation*}
$$

One can rewrite this expression more explicitly by defining

$$
\begin{equation*}
J_{\mathcal{B}_{4}}=-\alpha^{\prime}(2 \pi)^{2} e^{-2 A}\left(R_{2} R_{5} \mathrm{~d} y^{2} \wedge \mathrm{~d} y^{5}+R_{3} R_{6} \mathrm{~d} y^{3} \wedge \mathrm{~d} y^{6}\right) \tag{7.12}
\end{equation*}
$$

using the splitting $J=J_{\mathcal{B}_{4}}+J_{\Pi_{2}}$ in (6.9). Then

$$
\begin{equation*}
\mathrm{d}\left(e^{A} \Omega\right)=\frac{e^{4 A}}{2 \pi \sqrt{\alpha^{\prime}}}\left[\frac{f_{23}^{1}+i f_{23}^{4}}{R_{2} R_{3}}-\frac{f_{56}^{1}+i f_{56}^{4}}{R_{5} R_{6}}+i\left(\frac{f_{26}^{1}+i f_{26}^{4}}{R_{2} R_{6}}-\frac{f_{53}^{1}+i f_{53}^{4}}{R_{5} R_{3}}\right)\right] \frac{1}{2} J_{\mathcal{B}_{4}} \wedge J_{\mathcal{B}_{4}} \tag{7.13}
\end{equation*}
$$

from which one can extract the value of $r$ in (6.10): $e^{3 A}$ times a complex constant. This in turn implies that $\mathrm{d}\left(e^{-A} r J_{\mathcal{B}_{4}}\right)=0$, so that (6.13) is automatically satisfied and no background relations beyond (6.6) and (6.10) arise from the equations of motion. Finally, the only non-trivial Bianchi identity is that of $F_{3}$, which reads

$$
\begin{equation*}
g_{s} \mathrm{~d} F_{3}=-\nabla_{\mathbf{T}^{4}}^{2} e^{-4 A} \mathrm{dvol}_{\mathbf{T}^{4}}-\alpha^{\prime}(2 \pi)^{2}\left(R_{1}^{2} \mathrm{~d} \eta^{1} \wedge *_{\mathbf{T}^{4}} \mathrm{~d} \eta^{1}+R_{4}^{2} \mathrm{~d} \eta^{4} \wedge *_{\mathbf{T}^{4}} \mathrm{~d} \eta^{4}\right) \tag{7.14}
\end{equation*}
$$

Let us now compute the dilatino and gravitino variations for this background. First, let us note that one can rewrite $F_{3}^{\mathrm{bg}}$ as

$$
\begin{equation*}
e^{\Phi}\left(F_{3}-F_{3}^{\mathrm{bg}}\right)=2 *_{\mathcal{M}_{6}}\left(\mathrm{~d} \Phi \wedge J_{\Pi_{2}}\right) \tag{7.15}
\end{equation*}
$$

which will be a useful expression when computing the dilatino and gravitino operators. Indeed, the dilatino operator reduces to
where we have used (7.15) and defined the fermionic projectors ${ }^{49}$

$$
\begin{equation*}
P_{ \pm}^{\Pi_{2}}=\frac{1}{2}\left(1 \pm i, \hbar_{\Pi_{2}} \gamma_{(6)} \sigma_{1}\right) \tag{7.17}
\end{equation*}
$$

Hence, if one considers a background spinor $\epsilon$ projected out by $P_{-}^{\Pi_{2}}$, then the corresponding dilatino variation will only depend on $F_{3}^{\mathrm{bg}}$. If in addition one defines the antisymmetrized geometric flux

$$
\begin{equation*}
f_{m n p}=3 g_{a[m} f_{n p]}^{a} \tag{7.18}
\end{equation*}
$$

and uses the identity $e^{\Phi} \mathscr{F}_{3}^{\mathrm{bg}}=i \neq \boldsymbol{f}_{\Pi_{2}} \gamma_{(6)}=i, \hbar_{\Pi_{2}} \gamma_{(6)} f$, one has

$$
\begin{equation*}
\mathcal{O} \epsilon=-\frac{1}{2} e^{\Phi} \not_{3}^{\mathrm{bg}} \sigma_{1} \epsilon+2 \not \partial \Phi P_{-}^{\Pi_{2}} \epsilon=-\frac{1}{2} f \epsilon \tag{7.19}
\end{equation*}
$$

Similarly, one can compute the external gravitino variation to be

$$
\begin{equation*}
\mathcal{D}_{\mu}=\partial_{\mu}+\frac{1}{4} \Gamma_{\mu} \not \partial \Phi-\frac{1}{8} \Gamma_{\mu} e^{\Phi} \not F_{3} \sigma_{1}=\partial_{\mu}-\frac{1}{8} \Gamma_{\mu} e^{\Phi} \not_{3}^{\mathrm{bg}} \sigma_{1}+\frac{1}{2} \Gamma_{\mu} \not \partial \Phi P_{-}^{\Pi_{2}} \tag{7.20}
\end{equation*}
$$

and the internal gravitino variation as

$$
\begin{equation*}
\mathcal{D}_{m}=\nabla_{m}+\frac{1}{8} e^{\Phi} \not_{3} \Gamma_{m} \sigma_{1} \tag{7.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla_{m}=\partial_{m}+\frac{1}{2} \Lambda_{m}{ }^{n}\left(\not \partial A \Gamma_{n}-\partial_{n} A+\frac{1}{2} f_{n}\right) \tag{7.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{m n}=g_{m n}-2 e_{m}^{a} e_{a n}, \quad a \in \Pi_{2} \tag{7.23}
\end{equation*}
$$

where $a \in \Pi_{2}$ means that the flat index $a$ only runs over the $\Pi_{2}$ fiber coordinates. Hence one finds an internal gravitino variation of the form

$$
\begin{array}{ll}
\mathcal{D}_{a}=\partial_{a}-\frac{1}{8} \Gamma_{a} f-\frac{1}{4}(f+2 \not \partial \Phi) \Gamma_{a} P_{-}^{\Pi_{2}} & a \in \Pi_{2} \\
\mathcal{D}_{j}=\left(\partial_{j}-\frac{1}{4} \partial_{j} \Phi\right)+\frac{1}{8} \Lambda_{j}{ }^{m} \Gamma_{m} f+\frac{1}{4}(f+2 \not \partial \Phi) \Lambda_{j}{ }^{m} \Gamma_{m} P_{-}^{\Pi_{2}} & j \in \mathcal{B}_{4} \tag{7.24b}
\end{array}
$$

where we have separated the internal index $m$ into a fiber index $a$ and a base index $j$.

[^33]where $\Gamma_{O 5, \Pi_{2}}$ is the action of an O5-plane wrapping $\Pi_{2}$ on bulk spinors.

To summarize, if we consider a spinor $\epsilon=e^{A / 2} \epsilon^{\prime}$ such that $\epsilon^{\prime}$ is constant and satisfies $P_{-}^{\Pi_{2}} \epsilon^{\prime}=0$, then the supersymmetry variations amount to

$$
\begin{align*}
\mathcal{O} \epsilon & =-\frac{1}{2} f \epsilon & &  \tag{7.25a}\\
\mathcal{D}_{\mu} \epsilon & =-\frac{1}{8} \Gamma_{\mu} f \epsilon & & \mu \in \mathbb{R}^{1,3}  \tag{7.25b}\\
\mathcal{D}_{a} \epsilon & =-\frac{1}{8} \Gamma_{a} f \epsilon=\frac{1}{8} \Lambda_{a}{ }^{n} \Gamma_{n} f & & a \in \Pi_{2}  \tag{7.25c}\\
\mathcal{D}_{j} \epsilon & =\frac{1}{8} \Lambda_{j}{ }^{n} \Gamma_{n} f & & j \in \mathcal{B}_{4} \tag{7.25d}
\end{align*}
$$

Comparing with the general DWSB ansatz (3.3), we have that

$$
\begin{equation*}
\mathcal{V}_{1}=-\frac{1}{4} f \eta_{1} \quad \text { and } \quad \mathcal{U}_{m}^{i}=\frac{1}{8} \Lambda_{m n} \Gamma^{n} f \eta_{i} \tag{7.26}
\end{equation*}
$$

In addition, the modified dilatino variation now reads

$$
\begin{equation*}
\Delta \epsilon=\left(\Gamma^{M} \mathcal{D}_{M}-\mathcal{O}\right) \epsilon=\frac{1}{8} \Lambda_{m n} \Gamma^{m} \Gamma^{n} f \epsilon=\frac{1}{4} f \epsilon \tag{7.27}
\end{equation*}
$$

And so we recover the ansatz (3.6), with

$$
\begin{equation*}
r \eta_{i}^{*}=-\frac{1}{4} f^{(0,3)} \eta_{i} \tag{7.28}
\end{equation*}
$$

in agreement with (7.13).

### 7.2 Type IIA on $\operatorname{SU}(3)$-structure twisted tori

Let us now turn to type IIA background with the following NSNS ansatz

$$
\begin{align*}
\mathrm{d} s^{2} & =e^{2 A} \mathrm{~d} s_{\mathbb{R}^{1,3}}^{2}+\mathrm{d} s_{\mathcal{M}_{6}}^{2}  \tag{7.29a}\\
\mathrm{~d} s_{\mathcal{M}_{6}}^{2} & =\alpha^{\prime}(2 \pi)^{2}\left[e^{2 A} \sum_{a=1,2,3} R_{a}^{2}\left(\eta^{a}\right)^{2}+e^{-2 A} \sum_{j=4,5,6} R_{j}^{2}\left(\mathrm{~d} y^{j}\right)^{2}\right]  \tag{7.29b}\\
H & =\alpha^{\prime}(2 \pi)^{2}\left(N \mathrm{~d} y^{4} \wedge \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6}+\sum_{a=1,2,3} B_{a} \mathrm{~d} \eta^{a} \wedge \mathrm{~d} y^{a+3}\right) \tag{7.29c}
\end{align*}
$$

where $N \in \mathbb{Z}, B_{a} \in \mathbb{R}$, and the warp factor now depends on $\left\{y^{4}, y^{5}, y^{6}\right\}$. The one-forms $\eta^{1}$, $\eta^{2}, \eta^{3}$ now satisfy (7.2) for $a=1,2,3$ and $j, k=4,5,6$ and so again, in the limit of constant warp factor, we recover a twisted six-torus. In terms of the notation of section 6.1.2, the $\mathrm{SU}(3)$-invariant forms are

$$
\begin{align*}
& J=-\alpha^{\prime}(2 \pi)^{2}\left[R_{1} R_{4} \eta^{1} \wedge \mathrm{~d} y^{4}+R_{2} R_{5} \eta^{2} \wedge \mathrm{~d} y^{5}+R_{3} R_{6} \eta^{3} \wedge \mathrm{~d} y^{6}\right]  \tag{7.30a}\\
& \Omega=\alpha^{\prime 3 / 2}(2 \pi)^{3}\left(e^{A} R_{1} \eta^{1}+i e^{-A} R_{4} \mathrm{~d} y^{4}\right) \wedge \\
& \quad\left(e^{A} R_{2} \eta^{2}+i e^{-A} R_{5} \mathrm{~d} y^{5}\right) \wedge\left(e^{A} R_{3} \eta^{3}+i e^{-A} R_{6} \mathrm{~d} y^{6}\right) \tag{7.30b}
\end{align*}
$$

where $J$ can be complexified as

$$
\begin{equation*}
J_{c}=-\alpha^{\prime}(2 \pi)^{2} i \sum_{a=1,2,3} T_{a} \eta^{a} \wedge \mathrm{~d} y^{a+3}, \quad T_{a}=R_{a} R_{a+3}+i B_{a} \tag{7.31}
\end{equation*}
$$

and the $T_{a}$ encode the light Kähler-like moduli of the compactification (see e.g. 49]). Note that, from this point of view, $H=H^{\mathrm{bg}}+\mathrm{dRe} J_{c}$, where $H^{\mathrm{bg}}=\alpha^{\prime}(2 \pi)^{2} N \mathrm{~d} y^{4} \wedge \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6}$ is some 'background' component of $H$. From the point of view of the supergravity such splitting is somewhat arbitrary, and so the physical quantity can only be $H^{\mathrm{bg}}+\mathrm{d} J_{c}$.

Imposing string and gauge BPSness via (6.18) restricts the rest of the background as

$$
\begin{align*}
e^{\Phi-3 A} \equiv g_{s} & =\text { const. }  \tag{7.32a}\\
\mathrm{d}\left(e^{-A} \operatorname{Im} \Omega\right)=0 & \Rightarrow\left\{\begin{array}{l}
f_{45}^{2} R_{2} R_{6}+f_{64}^{3} R_{3} R_{5}=0 \\
f_{56}^{3} R_{3} R_{4}+f_{45}^{1} R_{1} R_{6}=0 \\
f_{64}^{1} R_{1} R_{5}+f_{56}^{2} R_{2} R_{4}=0
\end{array}\right. \tag{7.32b}
\end{align*}
$$

and

$$
\begin{align*}
& g_{s} *_{\mathcal{M}_{6}} F_{2}=-\alpha^{\prime 3 / 2}(2 \pi)^{3} R_{1} R_{2} R_{3}\left[4 \mathrm{~d} A \wedge \eta^{1} \wedge \eta^{2} \wedge \eta^{3}+\mathrm{d}\left(\eta^{1} \wedge \eta^{2} \wedge \eta^{3}\right)\right]  \tag{7.33a}\\
& g_{s} *_{\mathcal{M}_{6}} F_{0}=-\alpha^{\prime-1 / 2}(2 \pi)^{-1}\left(N+B_{1} f_{56}^{1}+B_{2} f_{64}^{2}+B_{3} f_{45}^{3}\right) \frac{\mathrm{dvol}_{\mathcal{M}_{6}}}{R_{4} R_{5} R_{6}} \tag{7.33b}
\end{align*}
$$

while $F_{4}=F_{6}=0$. Also note that $\mathrm{d} J^{2}=0$ and so, in the limit of constant warp factor, we have a half-flat internal manifold.

Again, these last conditions can be rewritten as

$$
\begin{align*}
F_{2} & =g_{s}^{-1} *_{\mathcal{B}_{3}} \mathrm{~d} e^{-4 A}-\alpha^{\prime}(2 \pi)^{2} g_{s}^{-1} \sum_{a=1,2,3} R_{a}^{2} \eta^{a} \wedge *_{\mathcal{B}_{3}} \mathrm{~d} \eta^{a}  \tag{7.34}\\
& =g_{s}^{-1} *_{\mathcal{B}_{3}} \mathrm{~d} e^{-4 A}-\alpha^{\prime 1 / 2}(2 \pi) \tilde{g}_{s}^{-1} \sum_{a, j, k} \eta^{a} \wedge \mathrm{~d} y^{i} \epsilon_{i j k} f_{j k}^{a} \frac{R_{a}^{2}}{R_{j}^{2} R_{k}^{2}}  \tag{7.35}\\
& =g_{s}^{-1} *_{\mathcal{B}^{3}} \mathrm{~d} e^{-4 A}-\alpha^{\prime 1 / 2}(2 \pi) \sum_{a=1,2,3} \eta^{a} \wedge F_{\mathcal{B}_{3}}^{a} \equiv g_{s}^{-1}{* \mathcal{B}_{3}} \mathrm{~d} e^{-4 A}+F_{2}^{\mathrm{bg}}  \tag{7.36}\\
F_{0} & =-\alpha^{\prime-1 / 2}(2 \pi)^{-1}\left(\tilde{g}_{s} \operatorname{Vol}\left(\mathcal{M}_{6}\right)\right)^{-1}\left[N+B_{1} f_{56}^{1}+B_{2} f_{64}^{2}+B_{3} f_{45}^{3}\right] \equiv F_{0}^{\mathrm{bg}} \tag{7.37}
\end{align*}
$$

where now $\tilde{g}_{s}=g_{s} / R_{1} R_{2} R_{3}, \mathcal{B}_{3}$ stands for the unwarped flat metric along $\left\{y^{4}, y^{5}, y^{6}\right\}$, $\operatorname{Vol}\left(\mathcal{M}_{6}\right)$ is normalized in $\alpha^{\prime}$ units and $F_{\mathcal{B}_{3}}^{a}$ is an integer-valued one-form in $\mathcal{B}_{3}$. As before, the fact that $F_{2}^{\mathrm{bg}}$ and $F_{0}^{\mathrm{bg}}$ are quantized is what selects particular values of the (now Kähler) moduli, or else the equations of motion that depend on (7.33a) are not satisfied. Following 6.1.2 we can identify

$$
\begin{equation*}
\operatorname{Im} \Omega_{\mathcal{B}_{3}}=-\alpha^{\prime 3 / 2}(2 \pi)^{3} e^{-3 A} R_{4} R_{5} R_{6} \mathrm{~d} y^{4} \wedge \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6} \tag{7.38}
\end{equation*}
$$

and so from

$$
\begin{equation*}
\bar{H}+\mathrm{d} J_{c}=-\frac{e^{3 A} \alpha^{\prime-1 / 2}(2 \pi)^{-1}}{R_{4} R_{5} R_{6}}\left[N-i\left(T_{1} f_{56}^{1}+T_{2} f_{64}^{2}+T_{3} f_{45}^{3}\right)\right] \operatorname{Im} \Omega_{\mathcal{B}_{3}} \tag{7.39}
\end{equation*}
$$

and (6.20) one can easily deduce the value of $r e^{i \theta}$, which is again a complex number times $e^{3 A}$. If we now define

$$
\begin{equation*}
\operatorname{Re} \Omega_{\Pi_{3}} \equiv-*_{\mathcal{M}_{6}} \operatorname{Im} \Omega_{\mathcal{B}_{3}} \tag{7.40}
\end{equation*}
$$

it is easy to see that the extra constraint (6.23) is again automatically satisfied by our initial NS ansatz. Finally, the Bianchi identity for $F_{2}$ reads

$$
\begin{equation*}
g_{s} \mathrm{~d} F_{2}=-\nabla_{\mathbf{T}^{3}}^{2} e^{-4 A} \mathrm{dvol}_{\mathbf{T}^{3}}-\alpha^{\prime}(2 \pi)^{2} \sum_{a=1,2,3} R_{a}^{2} \mathrm{~d} \eta^{a} \wedge{ }_{\mathbf{T}^{3}} \mathrm{~d} \eta^{a} \tag{7.41}
\end{equation*}
$$

Quite similarly to (7.15), the background flux $F_{2}^{\mathrm{bg}}$ satisfies the relation

$$
\begin{equation*}
e^{\Phi}\left(F_{2}-F_{2}^{\mathrm{bg}}\right)=-* \mathcal{M}_{6} \frac{4}{3}\left(\mathrm{~d} \Phi \wedge \operatorname{Re} \Omega_{\Pi_{3}}\right) \tag{7.42}
\end{equation*}
$$

and this again simplifies the computation of the supersymmetry variations. Indeed, the dilatino variation is now
$\mathcal{O}=\not \emptyset \Phi+\frac{1}{2} \not H \sigma_{3}-\frac{1}{4} e^{\Phi}\left(5 F_{0} \sigma_{1}+3 i \boldsymbol{F}_{2} \sigma_{2}\right)=-\frac{3}{4} e^{\Phi}\left(F_{0} \sigma_{1}+i \not \boldsymbol{F}_{2}^{\mathrm{bg}} \sigma_{2}\right)+\left(2 \not \partial \Phi-e^{\Phi} i F_{0} \sigma_{2}\right) P_{-}^{\Pi_{3}}$ where we have defined the projectors

$$
\begin{equation*}
P_{ \pm}^{\Pi_{3}}=\frac{1}{2}\left(1 \pm \operatorname{Re} \bigwedge_{\Pi_{3}} \gamma_{(6)} \sigma_{2}\right) \tag{7.43}
\end{equation*}
$$

Hence, if we consider a spinor $\epsilon$ satisfying $P_{-}^{\Pi_{3}} \epsilon=0$, the corresponding dilatino variation is given by

$$
\begin{equation*}
\mathcal{O} \epsilon=-\frac{3}{4}\left(f+H / \sigma_{3}\right) \epsilon \tag{7.44}
\end{equation*}
$$

where we have used the identity $i e^{\Phi} \not_{2}^{\mathrm{bg}}=f \operatorname{Re} \bigwedge_{\Pi_{3}} \gamma_{(6)}$. The external gravitino operator is $\mathcal{D}_{\mu}=\partial_{\mu}+\frac{1}{6} \Gamma_{\mu} \not \partial \Phi-\frac{1}{8} e^{\Phi} \Gamma_{\mu}\left(F_{0} \sigma_{1}+i \not \boldsymbol{F}_{2} \sigma_{2}\right)=\partial_{\mu}-\frac{1}{8} e^{\Phi} \Gamma_{\mu}\left(F_{0} \sigma_{1}+i \not \boldsymbol{F}_{2}^{\mathrm{bg}} \sigma_{2}\right)+\frac{1}{3} \Gamma_{\mu} \not \partial \Phi P_{-}^{\Pi_{3}}$ while the internal one

$$
\begin{equation*}
\mathcal{D}_{m}=\nabla_{m}+\frac{1}{4} \not H_{m} \sigma_{3}-\frac{1}{8} e^{\Phi}\left(F_{0} \sigma_{1}+i \mathcal{F}_{2} \sigma_{2}\right) \Gamma_{m} \tag{7.45}
\end{equation*}
$$

where $\nabla_{m}$ is given by (7.22), and $\Lambda_{m n}$ is defined as in (7.23) but with $a \in \Pi_{3}$. By splitting the internal index $m$ into fiber and base indices, we obtain

$$
\begin{align*}
& \mathcal{D}_{a}=\partial_{a}-\frac{1}{8} \Gamma_{a}\left(f+e^{\Phi} F_{0} \sigma_{1}\right)-\left(\frac{1}{4} f+\frac{1}{3} \not \partial \Phi\right) \Gamma_{a} P_{-}^{\Pi_{3}} \quad a \in \Pi_{3}  \tag{7.46a}\\
& \mathcal{D}_{j}=\left(\partial_{j}-\right.\left.\frac{1}{6} \partial_{j} \Phi\right)+\frac{1}{8} \Lambda_{j}{ }^{m} \Gamma_{m}\left(f+\not H \sigma_{3}\right) \\
&+\left[\left(\frac{1}{4} f+\frac{1}{3} \not \partial \Phi\right) \Lambda_{j}^{m} \Gamma_{m}+\frac{1}{4} \Gamma_{j} \not H \sigma_{3}\right] P_{-}^{\Pi_{3}} \quad j \in \mathcal{B}_{3} \tag{7.46b}
\end{align*}
$$

So by considering a spinor $\epsilon=e^{A / 2} \epsilon^{\prime}$ such that $\epsilon^{\prime}$ is constant and satisfies $P_{+}^{\Pi_{3}} \epsilon^{\prime}=0$, the supersymmetry variations amount to

$$
\begin{array}{rlrl}
\mathcal{O} \epsilon & =-\frac{3}{4}\left(f+\not H \sigma_{3}\right) \epsilon & \\
\mathcal{D}_{\mu} \epsilon & =-\frac{1}{8} \Gamma_{\mu}\left(f+\not \neq \sigma_{3}\right) \epsilon & & \mu \in \mathbb{R}^{1,3} \\
\mathcal{D}_{a} \epsilon & =\frac{1}{8} \Lambda_{a}{ }^{n} \Gamma_{n}\left(f+\not f \sigma_{3}\right) \epsilon & & a \in \Pi_{3} \\
\mathcal{D}_{j} \epsilon & =\frac{1}{8} \Lambda_{j}{ }^{n} \Gamma_{n}\left(f+\not H \sigma_{3}\right) \epsilon & & j \in \mathcal{B}_{3} \tag{7.47d}
\end{array}
$$

obtaining a SUSY-breaking pattern of the form

$$
\begin{array}{ll}
\mathcal{V}_{1}=-\frac{1}{4}(f+\not H) \eta_{1} & \mathcal{U}_{m}^{1}=\frac{1}{8} \Lambda_{m n} \Gamma^{n}(f+\not H) \eta_{1} \\
\mathcal{V}_{2}=-\frac{1}{4}(f-\not H) \eta_{2} & \mathcal{U}_{m}^{2}=\frac{1}{8} \Lambda_{m n} \Gamma^{n}(f-\not H) \eta_{2} \tag{7.48}
\end{array}
$$

Finally, the modified dilatino variation reads

$$
\begin{equation*}
\Delta \epsilon=\left(\Gamma^{M} \mathcal{D}_{M}-\mathcal{O}\right) \epsilon=\frac{1}{8}\left(2+\Lambda_{m n} \Gamma^{m} \Gamma^{n}\right)\left(f+\not H \sigma_{3}\right) \epsilon=\frac{1}{4}\left(f+\not H \sigma_{3}\right) \epsilon \tag{7.49}
\end{equation*}
$$

And so we again recover the ansatz (3.6), with

$$
\begin{equation*}
r \eta_{1}^{*}=-\frac{1}{4}(f+H f) \eta_{1} \quad \text { and } \quad r \eta_{2}^{*}=-\frac{1}{4}(f-\not H) \eta_{2} \tag{7.50}
\end{equation*}
$$

which imply that

$$
\begin{equation*}
r=-\frac{1}{4} \Omega \cdot(f+H) \tag{7.51}
\end{equation*}
$$

in agreement with (7.39).

### 7.3 Type IIB on a simple static $\mathrm{SU}(2)$-structure vacuum

Let us now construct a simple example of static $\mathrm{SU}(2)$-structure background, in order to illustrate the discussion of section 6.2. Instead of a twisted six-torus, we will now consider a standard factorizable six-torus with a non-trivial warp factor

$$
\begin{equation*}
\mathrm{d} s_{\mathcal{M}_{6}}^{2}=(2 \pi)^{2} \alpha^{\prime}\left\{e^{2 A}\left[R_{1}^{2}\left(\mathrm{~d} y^{1}\right)^{2}+R_{2}^{2}\left(\mathrm{~d} y^{2}\right)^{2}\right]+e^{-2 A} \sum_{j=3}^{6} R_{j}^{2}\left(\mathrm{~d} y^{j}\right)^{2}\right\} \tag{7.52}
\end{equation*}
$$

and we fix the fibration describing our SUSY-breaking by choosing the 2 -torus spanned by $y^{1}, y^{2}$ as the fiber $\Pi_{2}$ and the 4 -torus spanned by $y^{3}, y^{4}, y^{5}, y^{6}$ as the base $\mathcal{B}_{4}$. Furthermore there are 16 O5-planes wrapping $\Pi_{2}$ at the fixed points of the involution $y^{3,4,5,6} \rightarrow-y^{3,4,5,6}$ on the base, and we allow for possible D 5 -branes wrapping $\Pi_{2}$ at arbitrary points in $\mathcal{B}_{4}$. We also assume that all fields vary only along $\mathcal{B}_{4}$.

The static $\mathrm{SU}(2)$-structure as defined in subsection 6.2, is defined by the tensors

$$
j=-(2 \pi)^{2} \alpha^{\prime}\left(R_{1} R_{4} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{4}+R_{2} R_{5} \mathrm{~d} y^{2} \wedge \mathrm{~d} y^{5}\right)
$$

$$
\begin{align*}
w & =(2 \pi)^{2} \alpha^{\prime}\left(e^{A} R_{1} \mathrm{~d} y^{1}+i e^{-A} R_{4} \mathrm{~d} y^{4}\right) \wedge\left(e^{A} R_{2} \mathrm{~d} y^{2}+i e^{-A} R_{5} \mathrm{~d} y^{5}\right) \\
\theta & =2 \pi \sqrt{\alpha^{\prime}} e^{-A}\left(R_{3} \mathrm{~d} y^{3}+i R_{6} \mathrm{~d} y^{6}\right) \tag{7.53}
\end{align*}
$$

so from (6.32) we obtain that we must set

$$
\begin{equation*}
e^{\Phi}=g_{s} e^{2 A} \tag{7.54}
\end{equation*}
$$

From (7.53) we see that $\mathrm{d} j=0$ and thus the first condition in (6.33) is automatically satisfied while the second is fulfilled if we take

$$
\begin{equation*}
H=(2 \pi)^{2} \alpha^{\prime} N_{\mathrm{NS}} \mathrm{~d} y^{4} \wedge \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6} \tag{7.55}
\end{equation*}
$$

with $N_{\mathrm{NS}} \in \mathbb{Z}$. This corresponds to having $f=u=h=0$ and $g=i \pi \sqrt{\alpha^{\prime}} e^{A} N_{\mathrm{NSS}} \mathrm{d} y^{4} \wedge \mathrm{~d} y^{5}$ in (6.35). Then, from (6.36) we get the SUSY-breaking parameter

$$
\begin{equation*}
r=\frac{i e^{3 A} N_{\mathrm{NS}}}{8 \pi \sqrt{\alpha^{\prime}} R_{4} R_{5} R_{6}} \tag{7.56}
\end{equation*}
$$

One can also check that (6.37) are satisfied, while (6.38) constrains the RR fields to be

$$
\begin{equation*}
F_{1}=-\frac{R_{3} N_{\mathrm{NS}}}{g_{s} R_{4} R_{5} R_{6}} \mathrm{~d} y^{3} \quad F_{3}=-\frac{1}{g_{s}} \hat{*}_{\mathcal{B}_{4}} \mathrm{~d} e^{-4 A} \quad F_{5}=0 \tag{7.57}
\end{equation*}
$$

where $\hat{*}_{\mathcal{B}_{4}}$ is constructed from the (unwarped) flat metric $\mathrm{d} \hat{s}_{\mathcal{B}_{4}}^{2}=(2 \pi)^{2} \alpha^{\prime} \sum_{j=3}^{6} R_{j}^{2}\left(\mathrm{~d} y^{j}\right)^{2}$ and restricted to $\mathcal{B}_{4}$. Finally, (6.42) and (6.43) are also easily checked to be satisfied.

The RR-flux quantization implies that we must set

$$
\begin{equation*}
\frac{R_{3} N_{\mathrm{NS}}}{g_{s} R_{4} R_{5} R_{6}}=N_{\mathrm{R}} \in \mathbb{Z} \tag{7.58}
\end{equation*}
$$

and so the RR -bianchi identities reduce to

$$
\begin{equation*}
-\hat{\nabla}_{\mathcal{B}_{4}}^{2} e^{-4 A}=\frac{g_{s}}{(2 \pi)^{2} \alpha^{\prime} \prod_{a=3}^{6} R_{a}}\left[N_{\mathrm{NS}} N_{\mathrm{R}}+\sum_{i \in \mathrm{D} 5 ' \mathrm{~s}, \mathrm{O} 5 ' \mathrm{~s}} q_{i} \delta_{\mathrm{T}^{4}}^{4}\left(y_{i}\right)\right] \tag{7.59}
\end{equation*}
$$

where $q_{\mathrm{D} 5}=-q_{\mathrm{O} 5}=1$. The corresponding tadpole condition requires that $N_{\mathrm{NS}} N_{\mathrm{R}}+n_{\mathrm{D} 5}=$ 16 , which is a tadpole constraint quite similar to that obtained in toroidal GKP vacua. Indeed, it is easy to check that, by performing two T-dualities along $y^{1}, y^{2}$, one obtains the GKP background discussed at the beginning of the following subsection.

As in the previous examples, one can compute the dilatino and gravitino operators. The dilatino operator is given by

$$
\begin{equation*}
\mathcal{O}=\not \partial \Phi+\frac{1}{2} \not \mathscr{} \sigma_{3}-e^{\Phi} \not \not_{1} i \sigma_{2}-\frac{1}{2} e^{\Phi} \not \mathscr{F}_{3} \sigma_{1}=-\frac{1}{2} \not \mathscr{} \sigma_{3}+2\left(\not \partial \Phi+\not H \sigma_{3}\right) P_{-}^{\Pi_{2}} \tag{7.60}
\end{equation*}
$$

where we have used the relations $e^{\Phi} \not F_{3}=2 i \not \partial \Phi \operatorname{Re} \psi_{\Pi_{2}} \gamma_{(6)}$ and $e^{\Phi} \not F_{1}=i \not F \operatorname{Re} \psi_{\Pi_{2}} \gamma_{(6)}$, and defined the projectors

$$
\begin{equation*}
P_{ \pm}^{\Pi_{2}}=\frac{1}{2}\left(1 \pm \operatorname{Re} \psi_{\Pi_{2}} \gamma_{(6)} \sigma_{1}\right) \tag{7.61}
\end{equation*}
$$

The external gravitino variation is

$$
\begin{equation*}
\mathcal{D}_{\mu}=\partial_{\mu}+\frac{1}{4} \Gamma_{\mu} \not \partial \Phi-\frac{1}{8} \Gamma_{\mu} e^{\Phi}\left(\not F_{1} i \sigma_{2}+\not F_{3} \sigma_{1}\right)=\partial_{\mu}-\frac{1}{4} \Gamma_{\mu}\left[\not / H \sigma_{3}-\left(\not H \sigma_{3}+2 \not \partial \Phi\right) P_{-}^{\Pi_{2}}\right] \tag{7.62}
\end{equation*}
$$

and the internal ones

$$
\begin{array}{rlr}
\mathcal{D}_{a}=\partial_{a}-\frac{1}{8} \Gamma_{a} \not H \sigma_{3}-\frac{1}{4}\left(\not / \not \sigma_{3}+2 \not \partial \Phi\right) \Gamma_{a} P_{-}^{\Pi_{2}} & a \in \Pi_{2} \\
\mathcal{D}_{j}=\left(\partial_{j}-\frac{1}{4} \partial_{j} \Phi\right)+\frac{1}{8} \Gamma_{j} \not H \sigma_{3}+\frac{1}{4}\left(\not H \sigma_{3}+2 \not \partial \Phi\right) \Gamma_{j} P_{-}^{\Pi_{2}} & j \in \mathcal{B}_{4} \tag{7.63b}
\end{array}
$$

where again we have separated the internal index into a fiber index $a$ and a base index $j$. Note that we essentially obtain the same operators to those of subsection 7.1. Indeed, we only need to replace (7.17) with (7.61), f with $H \sigma_{3}$, and take into account that $\Lambda_{m n}$ is now diagonal, and the above expressions are obtained from (7.16), (7.20), (7.24a) and ( 7.24 b ). Hence, a similar pattern of dilatino and gravitino variations, again inside our DWSB subansatz, follows.

### 7.4 Type IIB on a $\beta$-deformed background

To construct an explicit $\beta$-deformed background, let us start from the following simple $\mathcal{N}=0$ GKP background with toroidal internal manifold $\mathcal{M}_{6}=\mathbf{T}^{6} \simeq \mathbf{T}^{2} \times \mathbf{T}^{4}$, modeled on the examples discussed in [50]. We take as internal unwarped (flat) metric

$$
\begin{equation*}
\mathrm{d} s_{\mathbf{T}^{6}}^{2}=(2 \pi)^{2} \alpha^{\prime} \sum_{i=1}^{3} R_{i}^{2} \mathrm{~d} z^{i} \mathrm{~d} \bar{z}^{i} \tag{7.64}
\end{equation*}
$$

with $z^{i}=y^{i}+\lambda^{i} y^{i+3}$ (i.e., $\lambda^{i}$ are complex structure moduli). The axio-dilaton $\tau=$ $C_{(0)}+i e^{-\Phi}$ is taken to be constant (with $e^{\Phi} \equiv g_{s}$ ) and the three-form fluxes are chosen in the following way

$$
\begin{align*}
H & =(2 \pi)^{2} \alpha^{\prime} N_{\mathrm{NS}} \mathrm{~d} y^{4} \wedge \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6} \\
F_{3} & =(2 \pi)^{2} \alpha^{\prime} N_{\mathrm{R}} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2} \wedge \mathrm{~d} y^{3}+(\operatorname{Re} \tau) H \tag{7.65}
\end{align*}
$$

where $N_{\mathrm{NS}}$ and $N_{\mathrm{R}}$ are even numbers. ${ }^{50}$ Then, the ISD condition (2.3a) on $G_{(3)}=F_{3}+$ $i e^{-\Phi} H$ is satisfied whenever (see e.g. appendix A of 51])

$$
\begin{equation*}
\lambda^{1} \lambda^{2} \bar{\lambda}^{3}=\lambda^{1} \bar{\lambda}^{2} \lambda^{3}=\bar{\lambda}^{1} \lambda^{2} \lambda^{3}=\bar{\lambda}^{1} \bar{\lambda}^{2} \bar{\lambda}^{3}=\tau N_{\mathrm{NS}} / N_{\mathrm{R}} \tag{7.66}
\end{equation*}
$$

For simplicity, we will assume that $\operatorname{Re} \lambda^{i}=\operatorname{Re} \tau=0$, so that our $\mathbf{T}^{6}$ is the direct product of 6 orthogonal $\mathbf{S}^{1}$ s.

To complete the construction of this background, one needs to take into account $2^{6}$ O3-planes located at the fixed point of the $\mathbb{Z}_{2}$ orientifold action $z^{i} \rightarrow-z^{i}$. Both these O3-planes and D3-branes are sources of the internal RR five-form flux, which is related to the warping by $F_{5}=g_{s}^{-1} \hat{*}_{6} \mathrm{~d} e^{-4 A}$. Hence, the Bianchi identity (4.5) reduces to

$$
\begin{equation*}
-\hat{\nabla}^{2} e^{-4 A}=\frac{g_{s}}{(2 \pi)^{2} \alpha^{\prime} \prod_{i} R_{i}^{2} \operatorname{Im} \lambda_{i}}\left[N_{\mathrm{NS}} N_{\mathrm{R}}+\sum_{i \in \mathrm{D} 3 \text { 's,O3's }} q_{i} \delta^{6}\left(y_{i}\right)\right] \tag{7.67}
\end{equation*}
$$

[^34]where $q_{\mathrm{D} 3}=1$ and $q_{\mathrm{O} 3}=-1 / 4$. If $n_{\mathrm{D} 3}$ denotes the number of D 3 branes, by integrating (7.67) over $\mathbf{T}^{6} / \mathbb{Z}_{2}$ one gets the tadpole condition
\[

$$
\begin{equation*}
\frac{1}{2} N_{\mathrm{NS}} N_{\mathrm{R}}+n_{\mathrm{D} 3}=16 \tag{7.68}
\end{equation*}
$$

\]

Finally, the pure spinors are given by

$$
\begin{align*}
& \Psi_{1}^{\mathrm{GKP}}=\exp \left[2 \pi^{2} \alpha^{\prime} e^{-2 A} \sum_{i} R_{i}^{2} \mathrm{~d} z^{i} \wedge \mathrm{~d} \bar{z}^{i}\right]  \tag{7.69a}\\
& \Psi_{2}^{\mathrm{GKP}}=e^{-3 A}\left(2 \pi \sqrt{\alpha^{\prime}}\right)^{3}\left(R_{1} R_{2} R_{3}\right) \mathrm{d} z^{1} \wedge \mathrm{~d} z^{2} \wedge \mathrm{~d} z^{3} \tag{7.69b}
\end{align*}
$$

Let us now apply the procedure described in subsection 6.3 by splitting $\mathbf{T}^{6} \simeq \mathbf{T}^{2} \times D$, where $\mathbf{T}^{2}$ is described by the coordinates $y^{1}, y^{2}$ and $D=\mathbf{T}^{4}$ is described by $y^{3}, \ldots, y^{6}$. Then, applying a $\beta$-deformation along $\mathbf{T}^{2}$ generated by the bi-vector $\beta=\gamma /\left[(2 \pi)^{2} \alpha^{\prime}\right] \partial_{y^{1}} \wedge$ $\partial_{y^{2}}$ we obtain the following NS background

$$
\begin{align*}
\mathrm{d} s^{2} & =(2 \pi)^{2} \alpha^{\prime} e^{-2 A}\left\{g_{s}^{-2} e^{2 \Phi}\left[R_{1}^{2}\left(\mathrm{~d} y^{1}\right)^{2}+R_{2}^{2}\left(\mathrm{~d} y^{2}\right)^{2}\right]+\left[R_{3}^{2}\left(\mathrm{~d} y^{3}\right)^{2}+\sum_{i=1}^{3} R_{i}^{2} \operatorname{Im} \lambda^{i}\left(\mathrm{~d} y^{i+3}\right)^{2}\right]\right\} \\
B & =(2 \pi)^{2} \alpha^{\prime}\left(N_{\mathrm{NS}} y^{4} \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6}-\gamma g_{s}^{-2} e^{2 \Phi-4 A} R_{1}^{2} R_{2}^{2} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2}\right) \\
e^{\Phi} & =g_{s}\left(1+\gamma^{2} e^{-4 A} R_{1}^{2} R_{2}^{2}\right)^{-1 / 2} \tag{7.70}
\end{align*}
$$

where $A$ and $\Phi$ depend only on the $\mathbf{T}^{4}$ coordinates. Similarly, by applying (6.49) one obtains the RR field-strengths

$$
\begin{align*}
& F_{1}=-\gamma N_{\mathrm{R}} \mathrm{~d} y^{3} \\
& F_{3}=(2 \pi)^{2} \alpha^{\prime} N_{\mathrm{R}} g_{s}^{-2} e^{2 \Phi} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2} \wedge \mathrm{~d} y^{3}-\gamma g_{s}^{-1} R_{1} R_{2} \hat{*}^{4} \mathrm{~d} e^{-4 A} \\
& F_{5}=(2 \pi)^{2} \alpha^{\prime} R_{1} R_{2} g_{s}^{-3} e^{2 \Phi} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2} \wedge \hat{*}_{\mathbf{T}^{4}} \mathrm{~d} e^{-4 A} \tag{7.71}
\end{align*}
$$

As discussed in subsection 6.3, if $\gamma=m / n$ then $\beta$-deformation maps $n$ D3-branes to $m$ D5-branes. The relation $F_{1}=-\gamma N_{\mathrm{R}}$ found above is the flux counterpart of this result and indeed flux-quantization imposes that $\gamma N_{\mathrm{R}} \in \mathbb{Z}$. The Bianchi identity (4.5) reduces to

$$
\begin{equation*}
-\hat{\nabla}_{\mathbf{T}^{4}}^{2} e^{-4 A}=\frac{g_{s}}{\gamma(2 \pi)^{2} \alpha^{\prime} \prod_{i} R_{i}^{2} \operatorname{Im} \lambda_{i}}\left[\gamma N_{\mathrm{NS}} N_{\mathrm{R}}+\sum_{i \in \mathrm{D} 5{ }^{\prime} \mathrm{s}, \mathrm{O} 5 \mathrm{~s}} q_{i} \delta_{\mathrm{T}^{4}}^{4}\left(y_{i}\right)\right] \tag{7.72}
\end{equation*}
$$

with $q_{\mathrm{D} 5}=-q_{\mathrm{O} 5}=1$. If we insist in imposing the identification $y^{3,4,5,6} \simeq y^{3,4,5,6}+$ 1 , we would be forced to introduce exotic orientifolds with non-vanishing $\left.B\right|_{O 5}=$ $-(2 \pi)^{2} \alpha^{\prime} / \gamma \mathrm{d} y^{1} \wedge \mathrm{~d} y^{2}$ on them. If $\gamma=1 / m$, this would be appropriately quantized to be equivalent to zero. In any case, the fulfillment of the corresponding projection conditions for the background fields seems non-trivial and, to be conservative, one can just consider one or more of the above coordinates as non-compact.

Finally, the pure-spinors of the $\beta$-deformed background are given by

$$
\begin{align*}
\Psi_{1}=g_{s}^{-1} e^{\Phi} & \exp \left[(2 \pi)^{2} \alpha^{\prime} \gamma R_{1}^{2} R_{2}^{2} e^{-4 A}\left(g_{s}^{-2} e^{2 \Phi} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2}-\operatorname{Im} \lambda^{1} \operatorname{Im} \lambda^{2} \mathrm{~d} y^{4} \wedge \mathrm{~d} y^{5}\right)\right] \wedge \\
& \quad \exp \left(2 \pi^{2} \alpha^{\prime} e^{-2 A} \sum_{i} R_{i} \mathrm{~d} z^{i} \wedge \mathrm{~d} \bar{z}^{i}\right) \tag{7.73a}
\end{align*}
$$

$$
\begin{align*}
& \Psi_{2}=-2 \pi \sqrt{\alpha^{\prime}} \gamma g_{s}^{-1} e^{\Phi-3 A} R_{1} R_{2} R_{3} \mathrm{~d} z^{3} \wedge \\
& \quad \exp \left[(2 \pi)^{2} \alpha^{\prime}\left(-\frac{\mathrm{d} z^{1} \wedge \mathrm{~d} z^{2}}{\gamma}+\gamma R_{1}^{2} R_{2}^{2} g_{s}^{-2} e^{2 \Phi-4 A} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2}\right)\right] \tag{7.73b}
\end{align*}
$$

and the DWSB ansatz has the form (3.16) with $\Pi=\mathbf{T}^{2}$ and

$$
\begin{equation*}
r=\frac{i e^{3 A} N_{\mathrm{NS}}}{8 \pi \sqrt{\alpha^{\prime}} \prod_{i} R_{i} \operatorname{Im} \lambda^{i}} \quad \quad R=\gamma^{-1} g_{s}^{-2} e^{2 \Phi} \mathrm{~d} y^{1} \wedge \mathrm{~d} y^{2} \tag{7.74}
\end{equation*}
$$

Note that, as claimed earlier, $R \rightarrow 0$ on top of the sources.

## 8. DWSB and soft terms on D-branes

While in section 5 we discussed the 4 D structure of DWSB vacua, we mainly focused on the closed string sector of the theory. An important issue in $\mathcal{N}=0$ compactifications, however, is how supersymmetry breaking is felt by D-branes, which contain the gauge sector and chiral matter of the theory. Following common wisdom, one expects that spontaneous breaking of SUSY in the bulk is communicated via gravitational effects to the D-branes, which as a result develop a moduli mediated soft-term pattern 52. ${ }^{51}$ Such a scenario has been worked out for GKP vacua in 54-58, and more recently for other no-scale vacua in (10].

The purpose of the present section is to generalize the computation of moduli-mediated soft terms for setups beyond GKP, and in particular for the no-scale DWSB vacua of section 3.2. In the spirit of the rest of the paper, our approach will be based on the analysis of the higher-dimensional D-brane action, as in 54, 57, rather than relying on a 4 D effective action. The final results, nevertheless, should be understandable within the 4 D context of moduli mediation and, in particular, compatible with the 4D structure of F-terms obtained in section 5. In addition, if we restrict to the subcase of no-scale DWSB vacua with $\mathrm{SU}(3)$-structure (see section 6.1), we are led to those backgrounds analyzed in [10], where soft terms were computed via an effective 4D approach. While the 10D versus 4D soft term computation may differ via some effects such as those of warping, in general one expects that they should agree qualitatively. We will show below that, at least for simple examples, this is indeed the case.

### 8.1 Soft gaugino masses

Let us first consider the computation of the D-brane gaugino masses which, as we now show, can be carried out generally for no-scale DWSB vacua. As advertised in section 3, the key quantity of the DWSB ansatz (3.7) for the structure of D-brane soft terms is the rotation matrix $\Lambda$, and this is particularly transparent in the case of soft gaugino masses.

The starting point of our analysis will be the D-brane fermionic action, quadratic in the fermions, computed in [59, 60]. Specialized to space-filling D-branes wrapping an

[^35]internal cycle $\Sigma \subset \mathcal{M}_{6}$, with worldvolume flux $\mathcal{F}$, it gives the following four-dimensional Lagrangian density
\[

$$
\begin{equation*}
\mathcal{L}_{F}=i \pi \int_{\Sigma} \mathrm{d} \sigma e^{4 A-\Phi} \sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)} \bar{\theta}[1-\Gamma(\mathcal{F})]\left(\Gamma^{\mu} \mathcal{D}_{\mu}+\tilde{\mathcal{M}}^{\alpha \beta} \Gamma_{\alpha} \mathcal{D}_{\beta}-\frac{1}{2} \mathcal{O}\right) \theta \tag{8.1}
\end{equation*}
$$

\]

where $\alpha, \beta, \ldots$ are world-volume indices on the internal cycle $\Sigma$, and $\mathcal{D}_{\mu}, \mathcal{D}_{\alpha}$ and $\mathcal{O}$ are the pull-back of the operators appearing in the dilatino, external and internal gravitino, respectively, which are defined in (A.16). In addition, $\theta$ is the (doubled) GS-spinor living on the D-brane, $\Gamma(\mathcal{F})$ is the $\kappa$-symmetry operator and $\tilde{\mathcal{M}}^{\alpha \beta}$ denotes the inverse of $\tilde{\mathcal{M}}:=$ $\left.g\right|_{\Sigma}+\sigma_{3} \mathcal{F}$. Finally, we are again setting $2 \pi \sqrt{\alpha^{\prime}}=1$.

In order to analyze fermionic masses, we first of all remove the pure gauge fermionic degrees of freedom by imposing the $\kappa$-fixing

$$
\begin{equation*}
\bar{\theta} \Gamma(\mathcal{F})=-\bar{\theta} \tag{8.2}
\end{equation*}
$$

Then, in order to extract the gaugino bilinear from (8.1), we use the approximate supersymmetry generators $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$, specified by $\eta_{1}$ and $\eta_{2}$ as in (A.23). As we are considering BPS D-branes they must be calibrated by $\omega^{(\mathrm{sf})}$, which means that $\bar{\epsilon} \Gamma(\mathcal{F})=\bar{\epsilon}$ even if the background is non-supersymmetric. Using this and the $\kappa$-fixing ( (8.2), we are led to identify the gaugino $\lambda$ as the fermionic mode $\theta=\left(\theta_{1}, \theta_{2}\right)$ such that

$$
\begin{equation*}
\theta_{1}=\frac{1}{4 \pi} e^{-2 A} \lambda \otimes \eta_{1}+\text { c.c. } \quad \theta_{2}=-\frac{1}{4 \pi} e^{-2 A} \lambda \otimes \eta_{2}+\text { c.c. } \tag{8.3}
\end{equation*}
$$

As a check of this decomposition, it is easy to see that from the general supersymmetry transformations found in 59, 60] one obtains the standard four-dimensional supersymmetry transformations relating the gauge field to $\lambda$.

Plugging (8.3) into (8.1) and using (3.6), one gets the following effective fourdimensional terms

$$
\begin{equation*}
\mathcal{L}_{\lambda}=\frac{i}{2} \operatorname{Re} f \bar{\lambda} \not \partial \lambda+\frac{1}{2} m_{\lambda} \lambda^{T} \hat{\gamma}^{0} \lambda+\text { c.c. } \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
f=\left.\frac{1}{2 \pi} \int_{\Sigma} \mathcal{T}\right|_{\Sigma} \wedge e^{\mathcal{F}} \tag{8.5}
\end{equation*}
$$

gives the gauge kinetic function as a function of the chiral field $\mathcal{T}$ defined in (5.4), and the gaugino mass is given by

$$
\begin{equation*}
m_{\lambda}=\frac{i}{8 \pi} \int_{\Sigma} \mathfrak{m}_{3 / 2}\left[\left.\operatorname{Re} \mathcal{T}\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\mathrm{top}}\left[3-\frac{1}{2} \operatorname{Tr}\left(\Lambda \cdot \Lambda_{(\Sigma, \mathcal{F})}^{-1}\right)\right] \tag{8.6}
\end{equation*}
$$

where $\mathfrak{m}_{3 / 2}$ is the gravitino mass density (5.13) which is related to the susy-breaking parameter $r$ by (5.15), and $\Lambda_{(\Sigma, \mathcal{F})}$ is defined as in (3.15) but with $(\Sigma, \mathcal{F})$ instead of $(\Pi, R)$.

As in section $3^{3}$ we call a calibrated D-brane aligned if it wraps a leaf $(\Pi, R)$ of the generalized foliation that defines our DWSB background. Again, these are special D-branes that are selected by the polarization matrix $\Lambda$ of our background. From (8.6) it is immediate to see that they can also be characterized by the vanishing of their gaugino mass, since

$$
\begin{equation*}
m_{\lambda}=0 \quad \text { for aligned D-branes } \tag{8.7}
\end{equation*}
$$

while non-aligned calibrated D-branes will always have non-vanishing gaugino mass.
Let us now check that (8.6) fits the usual 4D supergravity formula for gaugino masses, which has the schematic form

$$
\begin{equation*}
m_{\lambda}^{4 \mathrm{D}}=-\frac{i}{4} G^{\phi \bar{\phi}} F_{\phi} \overline{\left(\partial_{\phi} f\right)} \tag{8.8}
\end{equation*}
$$

where $F_{\phi}$ is the F-term associated with the chiral field $\phi$ that $f$ depends on, and $G^{\phi \bar{\phi}}$ is the inverse of the Kähler metric for the chiral field. To see the relation between (8.6) and (8.8), let us take (8.5) for a calibrated D-brane and consider its variation under the variation of $\mathcal{T}$. We first identify the field $\phi$ that enters the gauge kinetic function (8.5) as

$$
\begin{equation*}
\delta_{\phi} \mathcal{T}=\phi \tilde{\approx}_{6} j_{(\Sigma, \mathcal{F})} \tag{8.9}
\end{equation*}
$$

since deformations orthogonal to this one do not affect (8.5). Then, we can write (8.6) as

$$
\begin{equation*}
m_{\lambda}=-\frac{i}{4} \int_{\mathcal{M}_{6}} G^{\phi \bar{\phi}} \mathcal{D}_{\phi} W \overline{\left(\delta_{\phi} f(\mathcal{T})\right)} \tag{8.10}
\end{equation*}
$$

where we have introduced the inverse metric density

$$
\begin{equation*}
G^{\phi \bar{\phi}}:=\frac{2}{\pi e^{2 A}\left\langle\tilde{*}_{6} j_{(\Sigma, \mathcal{F})}, j_{(\Sigma, \mathcal{F})}\right\rangle} \tag{8.11}
\end{equation*}
$$

and the densities

$$
\begin{equation*}
\mathcal{D}_{\phi} W=\left\langle\tilde{*}_{6} j_{(\Sigma, \mathcal{F})}, \mathcal{D}_{\mathcal{T}_{0}} W\right\rangle \quad \delta_{\phi} f(\mathcal{T})=\left\langle\tilde{*}_{6} j_{(\Sigma, \mathcal{F})}, \delta_{\mathcal{T}} f(\mathcal{T})\right\rangle \tag{8.12}
\end{equation*}
$$

where $\mathcal{D}_{\mathcal{T}_{0}} W$ is the F-term density given in (5.21).
This rewriting of the gaugino mass provides a 4 D interpretation of (8.7). Indeed, for aligned D-branes we have $\delta_{\phi} \mathcal{T}=\delta_{\alpha} \mathcal{T}$, with $\delta_{\alpha} \mathcal{T}$ defined in (5.22). Because of (5.23) $\mathcal{D}_{\alpha} W$ vanishes, and from (8.10) so does $m_{\lambda}$. For instance, in the GKP case we have $\Lambda=\mathbb{1}$ and $(\Pi, R)$ is the trivial foliation whose leaves are points of $\mathcal{M}_{6}$. The D-branes sitting on such leaves (i.e., the aligned D-branes) are D3-branes, for which it is well-known that $m_{\lambda}^{D 3}=0$ in the presence of ISD $\mathcal{G}_{3}$ fluxes [61, [54]. From the 4D viewpoint above this happens because, on the one hand, $f_{D 3} \sim \tau$ (that is, the D 3 -brane gauge kinetic function only depends on the axio-dilaton $\tau$, which is nothing but $\delta_{\alpha} \mathcal{T}$ in the GKP case). On the other hand, the GVW superpotential depends on $\tau$, and so the no-scale structure implies that $F_{\tau}$ must vanish on-shell. In general, we would expect exactly the same 4D situation for any aligned D-brane. Indeed, the gauge kinetic function of a general aligned D-brane will depend on the field $\alpha$ defined by (5.22), and because of (5.27) and (5.28), the corresponding F-term (density) $\mathcal{D}_{\alpha} W$ needs to vanish on-shell.

Finally, we can test our computation for the other BPS D-branes in GKP vacua, namely D7-branes. These are not aligned and so their gaugini will get a soft mass. From the general formula (8.6) we obtain

$$
\begin{equation*}
m_{\lambda}^{\mathrm{D} 7}=\frac{i}{8 \pi} \int_{\Sigma} e^{-\Phi} \mathfrak{m}_{3 / 2}\left[1+\frac{1}{4} \operatorname{Tr}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)^{-1}\left(\left.g\right|_{\Sigma}-\mathcal{F}\right)\right]\left[\mathcal{F} \wedge \mathcal{F}-\left.(J \wedge J)\right|_{\Sigma}\right] \tag{8.13}
\end{equation*}
$$

which matches and extends previous results [57, 58].

### 8.2 Further soft terms

Using a similar strategy, one can in principle compute the full spectrum of moduli mediated soft terms for a D-brane in DWSB vacua. In particular, (8.1) contains the information of all fermion masses that a D-brane with a $\mathrm{U}(1)$ gauge group develops in such backgrounds. Beyond the case of the gaugino, however, the dilatino and gravitino variations (3.6) do not contain enough information to compute the fermion mass, and one should compute the full fermionic operators $\mathcal{D}_{M}$ and $\mathcal{O}$. In the following we would like to illustrate how such fermion mass computations work in some simple examples, leaving a more detailed study for future work.

Let us first consider the case of type IIB on a warped Calabi-Yau with constant dilaton and ISD $\mathcal{G}_{3}=F_{3}+i e^{-\Phi_{0}} H$. The fermionic operators in this case are given by

$$
\begin{align*}
\mathcal{O} & =\not H \sigma_{3} P_{+}^{O 3} \\
\mathcal{D}_{\mu} & =\partial_{\mu}+\Gamma_{\mu} \not \partial A P_{+}^{O 3}-\frac{i}{8} \Gamma_{\mu} \not H \gamma_{(6)} \sigma_{1}  \tag{8.14}\\
\mathcal{D}_{m} & =\nabla_{m}^{\mathrm{CY}}-\frac{1}{2} \partial_{m} A+\left(\not \partial A+\frac{1}{4} \not H \sigma_{3}\right) \Gamma_{m} P_{+}^{O 3}+\frac{1}{8} \Gamma_{m} \not H \sigma_{3}
\end{align*}
$$

where $\mu$ runs over the coordinates of $\mathbb{R}^{1,3}, \nabla_{m}^{\mathrm{CY}}$ is the covariant derivative in the unwarped Calabi-Yau, and we have defined the projectors

$$
\begin{equation*}
P_{ \pm}^{O 3}=\frac{1}{2}\left(1 \pm \gamma_{(6)} \sigma_{2}\right) \tag{8.15}
\end{equation*}
$$

Then, if we consider a D7-brane in this background wrapping a 4-cycle $\mathcal{S}_{4}$ with $\mathcal{F}=0$ we find that the fermionic operator appearing in (8.1) is

$$
\begin{equation*}
\Gamma^{\mu} \mathcal{D}_{\mu}+\Gamma^{\alpha} \mathcal{D}_{\alpha}-\frac{1}{2} \mathcal{O}=\not \ddot{\mathbb{R}}^{1,3}+\not \nabla^{\mathrm{CY}}-\not \partial A\left(\frac{1}{2}-2 P_{+}^{O 3}\right)-\frac{1}{2}\left(\not H-g^{\alpha \beta} \Gamma_{\alpha} \not H_{\beta}\right) \sigma_{3} P_{+}^{O 3} \tag{8.16}
\end{equation*}
$$

where $\alpha, \beta$ are indices pulled-back onto $\mathcal{S}_{4}$. Note that the last term in (8.16) vanishes if $H$ has only one index on $\mathcal{S}_{4}$, but not otherwise. In addition, an $H$ with three components on $\mathcal{S}_{4}$ is not compatible with $\mathcal{F}=0$. So we are left with the fermionic Lagrangian density

$$
\begin{equation*}
\bar{\theta} P_{-}^{D 7}\left[\not \emptyset_{\mathbb{R}^{1,3}}+\not \nabla^{\mathrm{CY}}-\not \partial A\left(\frac{1}{2}-2 P_{+}^{O 3}\right)+\frac{1}{2} \not H_{(2)} \sigma_{3} P_{+}^{O 3}\right] \theta \tag{8.17}
\end{equation*}
$$

where $P_{-}^{D 7}$ is the D7-brane projector enforcing the $\kappa$-fixing (8.2), and $H_{(2)}$ stands for those components of $H$ with two indices on the D7-brane worldvolume: the case analyzed in 57] in flat space.

All flux-induced fermion masses arise then from the term

$$
\begin{equation*}
\frac{1}{2} \bar{\theta} \not H_{(2)} \sigma_{3} P_{+}^{O 3} P_{+}^{D 7} \theta \tag{8.18}
\end{equation*}
$$

and are non-vanishing only for those spinors that satisfy $P_{+}^{D 7} \theta=P_{+}^{O 3} \theta=\theta$. This is indeed the case for the gaugino (8.3) and so, by using (5.15) and (3.19), we recover the gaugino mass (8.13) for the case $\mathcal{F}=0$.

There are, of course, further fermionic modes $\theta$ that also satisfy $P_{+}^{D 7} \theta=P_{+}^{O 3} \theta=\theta$. Using the results in [62], it is easy to see that they correspond to the fermionic partners of the geometric deformations of $\mathcal{S}_{4}$. That all such bosonic modes pick up a mass proportional to $H$ was seen in [19] using a DBI analysis. The above formula shows the analogous statement for the corresponding fermionic modes, since for generic $H$ all possible mass terms for these would-be geometric modulini will be non-zero. Finally, there are fermionic modes that satisfy $P_{+}^{D^{7}} \theta=\theta$ but $P_{+}^{O 3} \theta=0$, and so do not get any mass term. The bosonic partners are nothing but the D7-brane Wilson lines, which are indeed moduli that do not get lifted by background fluxes, even if the latter break supersymmetry [57, 19].

Similarly, one can compute the fermion mass structure of different D-branes in other DWSB backgrounds. For instance, let us consider a D9-brane in the twisted torus background of section 7.1. The Dirac action contains the operator

$$
\Gamma^{M} \mathcal{D}_{M}-\frac{1}{2} \mathcal{O}=\not \supset-\frac{1}{4} \not \partial \Phi+\frac{1}{2}\left(f_{m}+2 \partial_{m} \Phi\right) \Lambda^{m}{ }_{n} \Gamma^{n} P_{-}^{\Pi_{2}}=\not \phi_{10}-\not \emptyset A\left(\frac{1}{2}-2 P_{-}^{\Pi_{2}}\right)+\frac{1}{2} f P_{-}^{\Pi_{2}}
$$

where we have taken into account that $\Lambda^{m}{ }_{n}$ is block diagonal. Hence, we again obtain a fermion mass structure of the form

$$
\begin{equation*}
\frac{1}{2} \bar{\theta} f P_{-}^{\Pi_{2}} P_{+}^{D 9} \theta \tag{8.19}
\end{equation*}
$$

in full analogy with (8.18). Following a similar reasoning as for the D7-brane case, we find that from the four fermion modes that satisfy $P_{+}^{D 9} \theta=\theta$ and have vanishing KK mass, only two (those satisfying $P_{-}^{\Pi_{2}} \theta=\theta$ ) may obtain a mass induced by $f$, while the other two $\left(P_{-}^{\Pi_{2}} \theta=0\right)$ will not get a mass at this classical level, even if supersymmetry is broken. From the two fermions with $f$-induced masses one is, of course, the gaugino, while the other one is a would-be Wilson line along the $\Pi_{2}$ fiber coordinates. Note that, if we set $A=$ const., this reproduces the D9-brane $\mu$-term computation of 10, table 3, obtained via a 4D effective approach. Similarly, one can compute the $\mu$-terms for the D5-branes in this background, matching again the results of [ 10 ]. Finally, a similar computation can be performed for the fermion masses of D6-branes in the type IIA background of section 7.2 , matching the results of [63, [10].

### 8.3 Vanishing soft terms and fermionic projectors

We have seen above that an aligned D-brane in a DWSB background does not develop a gaugino mass via moduli mediation. In fact, from the prototypical example of an aligned D-brane, namely a D3-brane in a GKP background, we know that a stronger statement may hold. Indeed, such a D3-brane does not develop any soft mass term at the classical level [54]. One may then wonder if such a statement is true for any aligned D-brane in a more general DWSB background.

In light of the fermion mass computations above, it is easy to understand why D3branes do not develop fermion masses. Indeed, in general the fermionic Lagrangian density in (8.1) has the form

$$
\begin{equation*}
\bar{\theta} P_{-}^{\operatorname{Dp}}\left(\vec{\Gamma}^{T} \cdot \tilde{\mathcal{M}}^{-1} \cdot \overrightarrow{\mathcal{D}}-\frac{1}{2} \mathcal{O}\right) \theta \tag{8.20}
\end{equation*}
$$

where $\vec{\Gamma}$ is defined in the tangent space of the D-brane and we have defined the projectors

$$
\begin{equation*}
P_{ \pm}^{\mathrm{Dp}}=\frac{1}{2}(1 \pm \Gamma(\mathcal{F})) \tag{8.21}
\end{equation*}
$$

$\Gamma(\mathcal{F})$ being the $\kappa$-symmetry operator. In the case of a D3-brane in a constant dilaton background we have that $P_{ \pm}^{D 3}=\left(1 \pm \gamma_{(4)} \sigma_{2}\right) / 2$ and that the quantity in brackets reads

$$
\begin{equation*}
\Gamma^{\mu} \mathcal{D}_{\mu}-\frac{1}{2} \mathcal{O}=\not \not_{\mathbb{R}^{1,3}}+P_{-}^{O 3}\left(4 \not \partial A-\frac{1}{2} \not H \sigma_{3}\right) \simeq \not \mathscr{\mathbb { R }}_{\mathbb{R}^{1,3}}+P_{+}^{D 3}\left(4 \not \partial A-\frac{1}{2} \not H \sigma_{3}\right) \tag{8.22}
\end{equation*}
$$

where we have taken into account that $\bar{\theta} P_{-}^{O 3} \simeq \bar{\theta} P_{+}^{D 3}$ for a type IIB spinor. Since we have to multiply this quantity with $P_{-}^{D 3}$ to the right, only the 4 D derivative term $\not_{\mathbb{R}^{1,3}}$ survives. Note that in the above discussion we are not making any assumption about the fermionic modes $\theta$, and so all of the D 3 -brane fermionic modes are free of flux-induced soft term masses.

A similar statement holds for aligned D-branes in the twisted torus backgrounds of section 7. Indeed, for a D5-brane wrapping the fiber $\Pi_{2}$ in the background of section 7.2 we have that the Dirac operator reduces to

$$
\begin{equation*}
\Gamma^{\mu} \mathcal{D}_{\mu}+\Gamma^{a} \mathcal{D}_{a}-\frac{1}{2} \mathcal{O}=\not \phi_{6}-\frac{1}{4}\left(e^{\Phi} \mathscr{F}_{3}^{b g} \sigma_{1}+f\right)=\not \varnothing_{6}-\frac{1}{2} P_{+}^{\Pi_{2}} f, \quad a \in \Pi_{2} \tag{8.23}
\end{equation*}
$$

where $\not_{6}=\not_{\mathbb{R}^{1,3} \times \Pi_{2}}$. Since now $P_{+}^{\Pi_{2}} \simeq P_{+}^{D 5}$, we again find that only the derivative term survives. Finally, the same result is obtained for a D6-brane wrapping $\Pi_{3}$ in the type IIA background of section 7.2 .

It is then easy to see when all fermionic soft masses will vanish for a D-brane. Namely when the Dirac operator in (8.20) reduces to

$$
\begin{equation*}
\vec{\Gamma}^{T} \cdot \mathcal{M}^{-1} \cdot \overrightarrow{\mathcal{D}}-\frac{1}{2} \mathcal{O}=\{\text { derivatives }\}+P_{+}^{\mathrm{Dp}}\{\text { something }\} \tag{8.24}
\end{equation*}
$$

It would be interesting to see if this statement generalizes to aligned D-branes in more complicated DWSB backgrounds beyond twisted tori.

## 9. Anti-D-branes in DWSB vacua

The bulk of this paper is devoted to non-supersymmetric compactifications where the source of SUSY-breaking is certain background fluxes in the internal space. In particular, we have focused on backgrounds that can be seen as deformations of supersymmetric ones. In this case, the internal fluxes generate a mass for the 4 D gravitino of an underlying 4 D $\mathcal{N}=1$ theory, and the supersymmetry may be seen as spontaneously broken.

On the other hand, in variations of the GKP construction, like the KKL(MM)T scenario [4, 64], there is an additional source of supersymmetry breaking that comes from probe anti-D-branes (or $\overline{\mathrm{D}}$-branes) which explicitly break the (approximate) $\mathcal{N}=1$ supersymmetry selected by the background fluxes, D-branes and orientifolds. In these models, the effect of the $\overline{\mathrm{D}}$-branes on the four-dimensional physics is usually described by some effective 4D potential, extracted by combining 4D and 10D arguments.

Here we would like to study some aspects of the 4D physics of $\overline{\mathrm{D}}$-branes in our generalized setup, again trying to keep a 10D approach. A first step will be to realize that the existence of the calibration $\omega^{(\text {sf })}$ for space-filling branes can be useful for $\overline{\mathrm{D}}$-branes too. Furthermore, this will also allow us to give a 10D derivation of the super-Higgs mechanism induced by $\overline{\mathrm{D}}$-branes, that cannot be described starting from a 4 D effective $\mathcal{N}=1$ theory.

### 9.1 Effective potential for pseudo-calibrated $\overline{\mathrm{D}}$-branes

In section 2 we have characterized our backgrounds by the existence of the calibrations $\omega^{(\text {sf })}$ and $\omega^{\text {(string) }}$ for space-filling and string-like D-branes, while due to the breaking of supersymmetry the calibration $\omega^{(\mathrm{DW})}$ is not integrable because of (2.25). In this case, from (2.20a) we see that we can choose $C^{\mathrm{el}}=\omega^{\text {(sf) }}$ as electric RR-potentials and this amounts to setting

$$
\begin{equation*}
\mathcal{E}(\Sigma, \mathcal{F})_{\mathrm{BPS}}=\mathcal{E}_{\mathrm{DBI}}(\Sigma, \mathcal{F})_{\mathrm{BPS}}+\mathcal{E}_{\mathrm{CS}}(\Sigma, \mathcal{F})_{\mathrm{BPS}}=0 \tag{9.1}
\end{equation*}
$$

If we consider space-filling $\overline{\mathrm{D}}$-branes ( D and $\overline{\mathrm{D}}$ strings are physically equivalent), $\omega^{(\mathrm{sf})}$ provides the following local lower bound for the associated energy density ${ }^{52}$

$$
\begin{align*}
\mathcal{E}_{\overline{\mathrm{D}} \text {-brane }}(\Sigma, \mathcal{F}) & =\mathcal{E}_{\mathrm{DBI}}(\Sigma, \mathcal{F})-\mathcal{E}_{\mathrm{CS}}(\Sigma, \mathcal{F}) \\
& =e^{4 A-\Phi} \sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)} \mathrm{d} \sigma+\left[\left.\omega^{(\mathrm{sf})}\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\text {top }} \\
& \geq 2\left[\left.\omega^{(\mathrm{sf})}\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\mathrm{top}} \tag{9.2}
\end{align*}
$$

Stable configurations must minimize

$$
\begin{equation*}
\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}(\Sigma, \mathcal{F})=\int_{\Sigma} \mathcal{E}_{\overline{\mathrm{D}} \text {-brane }}(\Sigma, \mathcal{F}) \geq\left. 2 \int_{\Sigma} \omega^{(\mathrm{sf})}\right|_{\Sigma} \wedge e^{\mathcal{F}} \tag{9.3}
\end{equation*}
$$

and the latter inequality implies that stable configurations can be obtained by configurations that minimize the simplified potential

$$
\begin{equation*}
\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\mathrm{eff})}(\Sigma, \mathcal{F}):=\left.2 \int_{\Sigma} \omega^{(\mathrm{sf})}\right|_{\Sigma} \wedge e^{\mathcal{F}} \tag{9.4}
\end{equation*}
$$

and are furthermore pseudo-calibrated, i.e. satisfy (2.12) but nevertheless are not calibrated because of the wrong orientation. Indeed, if $(\Sigma, \mathcal{F})$ is a global (local) pseudo-calibrated minimum of $\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {eff })}$, then it is a global (local) minimum of $\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}$ since for any (small) deformation to $\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right)$

$$
\begin{equation*}
\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right) \geq \mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {eff })}\left(\Sigma^{\prime}, \mathcal{F}^{\prime}\right) \geq \mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {eff })}(\Sigma, \mathcal{F})=\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}(\Sigma, \mathcal{F}) \tag{9.5}
\end{equation*}
$$

Note that, in particular, if $(\Sigma, \mathcal{F})$ is an isolated calibrated configuration, ${ }^{53}$ then the $\overline{\mathrm{D}}$-brane is automatically at a (locally) stable configuration.

Moreover, by restricting ourselves to pseudo-calibrated $\overline{\mathrm{D}}$-branes, $\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}$ reduces to $\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {eff })}$. The latter may be used as an effective (off-shell) potential where we have integrated out fluctuations deforming the $\overline{\mathrm{D}}$-brane away from the pseudo-calibration condition,

[^36]that are indeed massive because of (9.2) $)^{54}$ Furthermore, we expect pseudo-calibrated Dbranes to be described by a finite-dimensional (pseudo)-moduli space (as it happens in the supersymmetric case [31]) and so the resulting $\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {eff })}$ should in fact depend on a finite number of four-dimensional fields.

The simplest example is provided by $\overline{\mathrm{D} 3}$-branes in GKP vacua, whose $\omega^{(\mathrm{sf})}$ is given in (2.9). In this case $\overline{\mathrm{D} 3}$-branes are automatically pseudo-calibrated and

$$
\begin{equation*}
\mathcal{V}_{\overline{\mathrm{D} 3}}^{(\mathrm{eff})}=2 e^{4 A(y)-\Phi(y)} \tag{9.6}
\end{equation*}
$$

Thus, in e.g. warped CY's with constant dilaton, $\overline{\mathrm{D} 3}$-branes tend to move towards the points where the warping is minimal. The typical example is the case of the warped deformed conifold solution found in [65], where $\overline{\mathrm{D} 3}$-branes fall to the tip of the cone.

To summarize, we have seen how in studying $\overline{\mathrm{D}}$-branes it is natural to restrict to pseudocalibrated ones and use the effective potential (9.4). In the next section we turn our attention to the fermionic degrees of freedom associated with these pseudo-calibrated $\overline{\mathrm{D}}$-branes.

### 9.2 Super-Higgs effect: the pseudo-gaugino is the (almost-) goldstino

$\overline{\mathrm{D}}$-branes have opposite CS terms and correspondingly we must make the sign change

$$
\begin{equation*}
1-\Gamma(\mathcal{F}) \quad \rightarrow \quad 1+\Gamma(\mathcal{F}) \tag{9.7}
\end{equation*}
$$

in the $\kappa$-symmetry projector appearing in the fermionic action (8.1). Thus, we must also change the sign in the $\kappa$-fixing condition (8.2) and, for pseudo-calibrated $\overline{\mathrm{D}}$-branes, this leads to identifying the pseudo-gaugino $\lambda$ inside $\theta=\left(\theta_{1}, \theta_{2}\right)$ in the following way

$$
\begin{equation*}
\theta_{1}=\frac{1}{4 \pi} e^{-2 A} \lambda \otimes \eta_{1}+\text { c.c. }, \quad \theta_{2}=\frac{i}{4 \pi} e^{-2 A} \lambda \otimes \eta_{2}+\text { c.c. } \tag{9.8}
\end{equation*}
$$

We will call $\lambda$ the pseudo-gaugino since it transforms non-linearly under the (almost-) supersymmetry preserved by the flux-vacuum, the latter being explicitly broken by the $\overline{\mathrm{D}}$-brane. Such explicit supersymmetry breaking is similar in spirit to a D-term supersymmetry breaking and indeed $\lambda$ can be considered an (almost-)goldstino. This can be seen by plugging the expansion (9.8) in (8.1) and taking into account the change (9.7) and the pseudo-calibration condition. In this way, one obtains again terms of the form (8.4), with $f$ as in (8.5) but with mass now given by

$$
\begin{equation*}
m_{\lambda}^{\bar{D}}=-\frac{i}{8 \pi} \int_{\Sigma} \mathfrak{m}_{3 / 2}\left[\left.\operatorname{Re} \mathcal{T}\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\text {top }}\left\{1+\frac{1}{2} \operatorname{Tr}\left[\Lambda^{-1} \Lambda_{(\Sigma, \mathcal{F})}\right]\right\} \tag{9.9}
\end{equation*}
$$

Note that in the supersymmetric case $\mathfrak{m}_{3 / 2}=0$ and thus $m_{\lambda}^{\bar{D}}=0$ for all anti-D-branes, consistently with the fact that $\lambda$ is the goldstino associated with breaking of the background supersymmetry. ${ }^{55}$ On the other hand, in the non-supersymmetric case even aligned anti-D-branes (that have $\Lambda_{(\Sigma, \mathcal{F})}=\Lambda$ ) have non-vanishing gaugino mass term.

[^37]Consider for example the GKP case. In this case the pseudo-calibrated $\overline{\mathrm{D}}$-branes are $\overline{\mathrm{D} 3}$ and $\overline{\mathrm{D} 7}$ branes. For $\overline{\mathrm{D} 3}$-branes we have

$$
\begin{equation*}
m_{\lambda}^{\overline{D 3}}=-\frac{i}{2 \pi} e^{-\Phi} \mathfrak{m}_{3 / 2} \tag{9.10}
\end{equation*}
$$

while for $\overline{\mathrm{D7}}$-branes we have

$$
\begin{equation*}
m_{\lambda}^{\overline{D_{7}}}=\frac{i}{8 \pi} \int_{\Sigma} e^{-\Phi} \mathfrak{m}_{3 / 2}\left\{1-\frac{1}{4} \operatorname{Tr}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)^{-1}\left(\left.g\right|_{\Sigma}-\mathcal{F}\right)\right\}\left[\left.(J \wedge J)\right|_{\Sigma}-\mathcal{F} \wedge \mathcal{F}\right] \tag{9.11}
\end{equation*}
$$

Note that if $\mathcal{F}=0$ then $m_{\lambda}^{\overline{\mathrm{D7}}}=0$, consistently with the results of [57]. Nevertheless, as for other $\overline{\mathrm{D}}$-branes, the $\overline{\mathrm{D} 7}$ gaugino acquires a mass anyway by super-Higgs effect, once gravity is taken into account. We will discuss this point in the next subsection.

### 9.3 Super-Higgs effect from $\overline{\mathrm{D}}$-branes

In the previous subsection we have seen that, for a supersymmetric background, $m_{\lambda}^{\overline{\bar{D}}}=0$ and it was explained how this result comes from the identification of $\lambda$ with the goldstino created by the complete breaking of the background supersymmetry by the $\overline{\mathrm{D}}$-brane. Thus, we expect $\lambda$ to acquire a mass, together with the 4 D gravitino (and other fermions), by some kind of super-Higgs effect.

To see concretely how this works, we need the quadratic interaction terms between background and world-volume fermions. These terms can be obtained by extending the procedure followed in [59, 60] to include background fermionic fields. ${ }^{56}$ Without repeating all the details, since they are analogous to the case of pure bosonic backgrounds, we quote just the final result. For a general D-brane configuration $(\Gamma, \mathcal{F})$ on an arbitrary background, the fermionic interaction term is given by

$$
\begin{equation*}
S_{F}^{\text {mixed }}=-2 \pi i \int_{\Gamma} \mathrm{d} \xi e^{-\Phi} \sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)} \bar{\theta}[1-\Gamma(\mathcal{F})]\left(\tilde{\mathcal{M}}^{a b} \Gamma_{a} \psi_{b}-\frac{1}{2} \chi\right) \tag{9.12}
\end{equation*}
$$

where $\xi^{a}$ are world-volume coordinates and $\psi_{a}$ refers to the pull-back of the background string-frame (doubled) gravitino $\psi_{M}$. Furthermore, differently from the rest of the paper, in (9.12) we denote the dilatino by $\chi$, to distinguish it from the world-volume $\lambda$ field.

We now restrict to our class of backgrounds. We are interested in the coupling between the worldvolume field $\lambda$ and the 4D gravitino $\psi_{\mu}^{4 \mathrm{D}}$, that was identified in section 5 and therein denoted by $\psi_{(0)_{\mu}}^{4 \mathrm{D}}$ (while $\psi_{\mu}^{4 \mathrm{D}}$ referred to the 4D gravitino density) - here we will omit the subscript (0).

Let us start by first considering space-filling BPS D-branes. In (9.12) we must take $\Gamma=\mathbb{R}^{1,3} \times \Sigma, \mathcal{F}$ completely internal and $\xi^{a}=\left(x^{\mu}, \sigma^{\alpha}\right)$. Plugging the decompositions (8.3) and (5.9)-(5.10) into (9.12), it is not difficult to see that the $\lambda \psi^{4 \mathrm{D}}$ term vanishes, as expected. We then turn to $\overline{\mathrm{D}}$-branes. In practice this amounts to making the sign change (9.7) in (9.12) and using the decomposition (9.8). In this case, one obtains the following non trivial interacting term

$$
\begin{equation*}
\mathcal{L}_{\text {int }}=-\frac{i}{2} \rho \lambda^{T} \hat{\gamma}^{0} \hat{\gamma}^{\mu} \psi_{\mu}^{4 \mathrm{D}}+\text { c.c. } \tag{9.13}
\end{equation*}
$$

[^38]with
\[

$$
\begin{equation*}
\rho=\left.2 \int_{\Sigma} e^{2 A} \operatorname{Re} \mathcal{T}\right|_{\Sigma} \wedge e^{\mathcal{F}} \tag{9.14}
\end{equation*}
$$

\]

Comparing with the 4 D supergravity [35], the above term leads to the identification of $\rho$ as a D-term. This identification is also supported by rewriting (9.4) as

$$
\begin{equation*}
\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\mathrm{eff})}=\left.2 \int_{\Sigma} e^{4 A} \operatorname{Re} \mathcal{T}\right|_{\Sigma} \wedge e^{\mathcal{F}} \tag{9.15}
\end{equation*}
$$

that has indeed the structure $f^{-1}(\mathrm{D} \text {-term })^{2} / 2$ of a D-term potential, if we think in terms of densities, by removing the integrals in (8.5) and (9.14) to get $f$ and the D-term respectively, and then integrating the resulting density to get the potential. Extrapolating the known results about the 4D super-Higgs effect 68 to our context, we are lead to

$$
\begin{equation*}
m_{\lambda}^{\overline{\mathrm{D}}} \sim \frac{\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\mathrm{eff})}}{M_{\mathrm{P}}^{2} m_{3 / 2}} \tag{9.16}
\end{equation*}
$$

where $m_{3 / 2}$ is the gravitino mass (5.14). Note however that the proper evaluation of $m_{3 / 2}$ should depend on the backreaction of the $\overline{\mathrm{D}}$-brane on the background. For example, assuming that $e^{\mathcal{K}_{\mathrm{E}}}\left|\mathcal{W}_{\mathrm{E}}\right|^{2} \sim M_{\mathrm{P}}^{2} \mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {eff })}$, we get $m_{\lambda}^{\overline{\mathrm{D}}} \sim \sqrt{\mathcal{V}_{\overline{\mathrm{D}} \text {-brane }}^{(\text {(eff })}} / M_{\mathrm{P}}$.

## 10. DWSB $\mathrm{AdS}_{4}$ vacua

In our quest to generalize the GKP construction, we have mainly focused on obtaining 4D Minkowski and no-scale stable vacua. With this goal in mind, the DWSB ansatz that we have taken in sections 2 and 3 seems the most natural one. From the broader perspective of constructing $4 \mathrm{D} \mathcal{N}=0$ supergravity vacua we could have relaxed several assumptions taken in section 2.2 and, in particular, the fact that our 10D space is $X_{10}=X_{4} \times{ }_{\omega} \mathcal{M}_{6}$ with $X_{4}=\mathbb{R}^{1,3}$. In the following, we would like to extend the analysis of these sections to $\mathcal{N}=0$ compactifications where $X_{4}=\mathrm{AdS}_{4}$.

Indeed, while from a phenomenological viewpoint $\mathrm{AdS}_{4}$ vacua may a priori seem not too attractive, it has been shown that, in terms of moduli stabilization via fluxes, they possess much nicer properties than Minkowski vacua 69-71, 49]. In addition, following the ideas in [出], one may consider uplifting such an $\mathrm{AdS}_{4}$ vacuum to a de Sitter one by including anti-D-branes. While in the original proposal of these uplifting ingredients were anti-D3-branes, we have seen in the previous section that in a generalized setup one could consider similar objects, namely pseudo-calibrated anti-D-branes, that could also do the job. Finally, note that the key point to arrive at the DWSB ansatz ( 2.24 ) and (2.25) was the understanding of $\mathcal{N}=1$ Minkowski vacua in terms of D-brane calibrations 6]. As this understanding has been extended to $\mathcal{N}=1 \mathrm{AdS}_{4}$ vacua in 11, it is natural to apply the same philosophy to the construction of $\mathcal{N}=0 \mathrm{AdS}_{4}$ backgrounds.

We can thus proceed as in section 2.2 and consider a 10D spacetime of the form $X_{10}=X_{4} \times{ }_{\omega} \mathcal{M}_{6}$, with metric

$$
\begin{equation*}
\mathrm{d} s_{10}^{2}=e^{2 A} \mathrm{~d} s_{X_{4}}^{2}+g_{m n} \mathrm{~d} y^{m} \mathrm{~d} y^{n} \tag{10.1}
\end{equation*}
$$

and RR fields of the form (2.6), but where now $X_{4}$ is an $\operatorname{AdS}_{4}$ space of radius $R_{\text {AdS }}$. Again, we will assume that $\mathcal{M}_{6}$ is endowed with an $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure, corresponding to an approximate 4 D supersymmetry in this background. As before, such an $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure is equivalent to the presence of the internal pure spinors $\Psi_{1}$ and $\Psi_{2}$, which define in turn the real polyforms (2.19) playing the role of D-brane calibrations. Finally, the supersymmetry conditions for this background can again be expressed in terms of these calibrations as in (A.28), where the only new ingredient is the complex constant $w_{0}$ defined by (A.29) and related to the $\mathrm{AdS}_{4}$ radius by $R_{\text {AdS }}=1 /\left|w_{0}\right|$.

Now, in our extension to AdS $_{4}$ we would like to keep an essential property of our DWSB backgrounds, which is that calibrated space-filling D-branes do not develop tachyons. This amounts to imposing from the very beginning the gauge BPSness condition, that in the present context reads

$$
\begin{equation*}
\mathrm{d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right)=e^{4 A^{2}} \tilde{*}_{6} F+3(-)^{\left|\Psi_{2}\right|} e^{3 A-\Phi} \operatorname{Re}\left(\bar{w}_{0} \Psi_{2}\right) \quad \text { gauge BPSness } \tag{10.2}
\end{equation*}
$$

where again $\left|\Psi_{2}\right|$ is the degree mod 2 of the polyform $\Psi_{2}$. Just like in the Minkowski case, (10.2) can be rephrased in terms of the selfduality properties of the polyform (2.21). We now have that

$$
\begin{equation*}
\left(\tilde{*}_{6}+i\right) \mathcal{G}=3(-)^{\left|\Psi_{1}\right|} e^{-A-\Phi} w_{0} \bar{\Psi}_{2} \tag{10.3}
\end{equation*}
$$

reproducing (2.22) for $w_{0}=0$.
Having imposed (10.2), we now relax the other two BPSness conditions. First, note that, for $w_{0} \neq 0$, (10.2) automatically implies that $\mathrm{d}_{H}\left[e^{3 A-\Phi} \operatorname{Re}\left(\bar{w}_{0} \Psi_{2}\right)\right]=0$ so that 'half' of the DW BPSness is satisfied (see [17] for an interpretation of this). Thus, for $w_{0} \neq 0$, the SUSY-breaking pattern will be encoded in the following real DW (non)BPSness condition

$$
\begin{equation*}
\mathrm{d}_{H}\left[\operatorname{Im}\left(\bar{w}_{0} e^{3 A-\Phi} \Psi_{2}\right)\right]-2(-)^{\left|\Psi_{2}\right|}\left|w_{0}\right|^{2} e^{2 A-\Phi} \operatorname{Im} \Psi_{1}=\{\mathrm{DWSB}\} \quad \text { DW (non)BPSness } \tag{10.4}
\end{equation*}
$$

while the string (non)BPSness condition will be a consequence of the above. Indeed, by looking at A.28) one can check that it amounts to

$$
\begin{equation*}
\left|w_{0}\right|^{2} \mathrm{~d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right) \propto \mathrm{d}_{H}\{\text { DWSB }\} \quad \text { D-string (non)BPSness } \tag{10.5}
\end{equation*}
$$

and so it is fixed by the DWSB ansatz in (10.4). In particular, if we impose DW BPSness and $w_{0} \neq 0$, the D-string BPSness condition is automatically satisfied. Note that, since (10.5) encodes the 4D bulk D-flatness, the above is equivalent to the familiar statement that in $\mathrm{AdS}_{4}$ vacua F-flatness implies D-flatness [9]. On the other hand, in compactifications to flat space we may impose DW BPSness and still have non-vanishing D-terms.

In analogy with the procedure of section 3, we can translate the DWSB pattern into constraints for the SUSY-breaking spinors $\mathcal{V}_{1,2}, \mathcal{U}_{m}^{1,2}$ and $\mathcal{S}_{1,2}$. As derived in appendix B, we obtain that (10.2) imposes the following constraints

$$
\left\{\begin{array}{l}
r_{1}+r_{2}+t_{1}+t_{2}=0  \tag{10.6}\\
s_{m}^{1}+u_{m}^{1}+\frac{1}{2}\left(1+i J_{1}\right)^{n}{ }_{m}\left(p_{n}^{2}\right)^{*}=0 \\
s_{m}^{2}+u_{m}^{2}+\frac{1}{2}\left(1+i J_{2}\right)^{n}{ }_{m}\left(p_{n}^{1}\right)^{*}=0 \\
\left(1-i J_{2}\right)^{k}{ }_{m} q_{k n}^{1}=\left(1-i J_{1}\right)^{k}{ }_{n} q_{k m}^{2}
\end{array} \quad\right. \text { gauge BPSness }
$$

on the set of parameters defined in (B.4). By restricting to backgrounds where the SUSYbreaking vectors vanish, i.e., by setting

$$
\begin{equation*}
s_{m}^{1,2}=u_{m}^{1,2}=p_{m}^{1,2}=0 \tag{10.7}
\end{equation*}
$$

we obtain a SUSY-breaking pattern of the form

$$
\begin{align*}
\mathcal{V}_{1} & =r_{1} \eta_{1}^{*} & \mathcal{V}_{2} & =r_{2} \eta_{2}^{*} \\
\mathcal{S}_{1} & =t_{1} \eta_{1}^{*} & \mathcal{S}_{2} & =t_{2} \eta_{2}^{*} \\
\mathcal{U}_{m}^{1} & =q_{m n}^{1} \gamma^{n} \eta_{1}^{*} & \mathcal{U}_{m}^{2} & =q_{m n}^{2} \gamma^{n} \eta_{2}^{*}
\end{align*}
$$

where these SUSY-breaking parameters are, in addition, restricted by (10.6). From (B.9) and $(\overline{B .10})$, we see that the gauge BPSness violation has the form

$$
\begin{align*}
\mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)= & 2 i(-)^{\left|\Psi_{2}\right|} w_{0} e^{2 A-\Phi} \operatorname{Im} \Psi_{1}+\frac{1}{2}(-)^{\left|\Psi_{1}\right|} e^{3 A-\Phi}\left(t_{2} \Psi_{1}-t_{1} \Psi_{1}^{\star}\right)  \tag{10.9}\\
& +\frac{1}{2} e^{3 A-\Phi}\left(q_{m n}^{1} \gamma^{n} \Psi_{1}^{\star} \gamma^{m}-q_{m n}^{2} \gamma^{m} \Psi_{1} \gamma^{n}\right) \quad \text { DW (non)BPSness }
\end{align*}
$$

while the string BPSness violation looks like

$$
\begin{align*}
\mathrm{d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)= & \frac{1}{2}(-)^{\left|\Psi_{1}\right|} e^{2 A-\Phi} \operatorname{Im}\left[\left(t_{2}-t_{1}\right)^{\star} \Psi_{2}\right]  \tag{10.10}\\
& +e^{2 A-\Phi} \operatorname{Im}\left[\left(q_{m n}^{1}\right)^{\star} \gamma^{n} \Psi_{2} \gamma^{m}\right] \quad \text { string (non)BPSness }
\end{align*}
$$

In the last expression we have already taken into account the following relations between the scalar SUSY-breaking parameters

$$
\begin{equation*}
r:=r_{1}=r_{2}=-\frac{1}{2}\left(t_{1}+t_{2}\right) \tag{10.11}
\end{equation*}
$$

required by the mutual consistency of (10.9) and (10.10). Furthermore, if we write $w_{0}=$ $e^{-i \chi} / R$, the restricted form (10.4) of the allowed DW (non)BPSness requires that

$$
\begin{equation*}
e^{i \chi} t_{1}=e^{-i \chi} t_{2}^{*} \quad \text { and } \quad e^{i \chi}\left(1+i J_{2}\right)^{k}{ }_{m} q_{k n}^{1}=e^{-i \chi}\left(1+i J_{1}\right)^{k}{ }_{n}\left(q_{k m}^{2}\right)^{*} \tag{10.12}
\end{equation*}
$$

Finally, if we impose the string BPSness/D-flatness condition we obtain a further relation

$$
\begin{array}{ccc}
\text { pure F-term } & \Leftrightarrow & t_{1}=t_{2} \quad \text { and }  \tag{10.13}\\
\text { SUSY breaking }
\end{array} \quad \Leftrightarrow \quad\left(1-i J_{2}\right)^{k}{ }_{m} q_{k n}^{1}=\left(1-i J_{1}\right)^{k}{ }_{n} q_{k m}^{2}=0
$$

Given this $\mathrm{AdS}_{4}$ DWSB framework, one could in principle pursue the philosophy of section 3, and define a one-parameter set of backgrounds, interpret them in terms of foliated or other kind of geometries, etc. We will not attempt to construct $\mathrm{AdS}_{4}$ vacua in such way, but rather turn to a quite different, although complementary, approach to find $\mathcal{N}=0$, $\mathrm{AdS}_{4}$ supergravity vacua: that based on integrability.

## 11. Integrability of $\boldsymbol{\mathcal { N }}=0$ vacua

In the previous sections we have discussed extensively a class of type II flux compactifications to four-dimensions. One of their key ingredients is the existence of background (generalized) calibrations of the kind introduced in [15, 6] and the assumption that the (fully-backreacting) localized sources are calibrated by them. This fact allowed to simplify considerably not only the open-string equations of motion, but also the closed-string ones, even in absence of supersymmetry, that would have been otherwise extremely complicated by the presence of the sources.

In this section we will explain how this remarkable property has more general validity, not necessarily related to compactifications to four dimensions. In fact, as we will see, the same mechanism is at the origin of the integrability of supersymmetric (static) backgrounds with localized sources that was already studied in [14], extending previous results valid in the sourceless case [12, [13]. Supersymmetry implies the existence of well-defined calibrations - i.e. satisfying a certain differential condition - for the sources [11]. In [14] it was shown that, under certain mild assumptions, the inclusion of supersymmetric (and thus calibrated) sources does indeed guarantee that the (first-order) Killing-spinor conditions imply that the appropriately source-modified (second-order) Einstein, dilaton and $B$-field equations of motion are automatically satisfied, once the Bianchi identities are taken into account. As we will see in the following, this result can be though of as a corollary of a more general integrability theorem, valid also for non-supersymmetric backgrounds.

In the general non-supersymmetric case considered here we will assume the D-branes and orientifolds to be calibrated with respect to a well-defined calibration constructed from an underlying globally-defined spinor $\epsilon$. This will allow us to rewrite the second-order bosonic equations of motion as spinorial equations involving the product of two first-order operators, where the contribution from the localized sources has disappeared by using the (generalized) Bianchi identities. ${ }^{57}$ Schematically, let $\epsilon$ be the ten-dimensional supersymmetry generator, so that $A \epsilon=\psi$, where $\psi$ parameterizes the supersymmetry-breaking and $A$ is a first-order differential operator. The integrability result presented here, amounts to identifying a first-order differential operator $B$ such that, provided the (generalized) Bianchi identities are satisfied, $\epsilon^{T} B \psi$ is a linear combination of the (second-order) equations of motion. Note that by taking $\epsilon$ to be a Killing spinor, so that $\psi$ vanishes, one reproduces as a corollary the integrability results of [12-14] for supersymmetric backgrounds. It follows from the above that an alternative strategy for the construction of general ten-dimensional non-supersymmetric vacua would be to search for backgrounds such that $\psi$ is non-vanishing but nevertheless lies in the kernel of $\epsilon^{T} B$.

In the next subsection we will first discuss the general sourceless case, to later introduce calibrated sources in static spaces in subsection 11.2. In subsection 11.3 we then specialize back to compactifications to four dimensions, writing explicitly the spinorial equations in this case. These equations will be used in subsection 11.4, where we construct new nonsupersymmetric IIA $\mathrm{AdS}_{4}$ vacua, as well as in appendix E, where we revisit the GKP vacua.

[^39]
### 11.1 Spinorial factorization of sourceless equations of motion

In this section we show how sourceless equations of motion and Bianchi identities can be combined in spinorial equations involving the product of two first-order differential operators.

First, we choose a (doubled) supersymmetry generator $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ and introduce the associated supersymmetry breaking spinorial 'parameters' $X_{M}, Y$ and $Z$ as follows

$$
\begin{align*}
\left(\mathcal{D}_{M} \epsilon\right)_{i} & =: X_{M}^{i} \\
(\mathcal{O} \epsilon)_{i} & =: Y^{i} \\
(\Delta \epsilon)_{i} & =\Gamma^{M} X_{M}^{i}-Y^{i}=: Z^{i} \tag{11.1}
\end{align*}
$$

where $i=1,2$ and $\mathcal{D}_{M}, \mathcal{O}$ and $\Delta$ are the operators entering the fermionic supersymmetry transformations and are defined by (A.16) and (A.17). Clearly, if the background is supersymmetric and $\epsilon$ is the associated Killing spinor, then $X_{M}, Y$ and $Z$ must all vanish. Furthermore, let us define the operator $\mathcal{P}$

$$
\begin{align*}
(\mathcal{P} Z)^{1} & :=\left(\not \nabla-\not \partial \Phi+\frac{1}{4} \underline{H}\right) Z^{1}-\frac{1}{16} e^{\Phi} \underline{F} \cdot \Gamma_{(10)} Z^{2} \\
(\mathcal{P} Z)^{2} & :=\left(\not \nabla-\not \partial \Phi-\frac{1}{4} \underline{H}\right) Z^{2}+\frac{1}{16} e^{\Phi} \underline{\sigma(F)} \cdot \Gamma_{(10)} Z^{1} \tag{11.2}
\end{align*}
$$

as well as the following tensors entering the modified Einstein, $B$-field and dilaton bosonic equations of motion $(\mathrm{A.10}),(\mathrm{A.7})$ and (A.6)

$$
\begin{align*}
E_{M N} & :=R_{M N}+2 \nabla_{M} \nabla_{N} \Phi-\frac{1}{2} H_{M} \cdot H_{N}-\frac{1}{4} e^{2 \Phi} F_{M} \cdot F_{N} \\
\delta H & :=e^{2 \Phi} *_{10}\left[\mathrm{~d}\left(e^{-2 \Phi} *_{10} H\right)-\frac{1}{2}\left(*_{10} F \wedge F\right)_{8}\right] \\
D & :=2 R-H^{2}+8\left(\nabla^{2} \Phi-(\partial \Phi)^{2}\right) . \tag{11.3}
\end{align*}
$$

The main result of this subsection is the following set of identities, whose derivation is discussed in appendix $\mathbb{E}$, that express the double action of first order operators acting on $\epsilon$ in terms of the tensors $E_{M N}, \delta H$ and $D$ defined in (11.3)

$$
\begin{align*}
& \Gamma^{M} \cdot\left(\mathcal{D}_{[N} X_{M]}\right)^{1}-\frac{1}{2}\left(\nabla_{N}+\frac{1}{4} \underline{\iota_{N} H}\right) \cdot Y^{1}+\frac{1}{2}\left(\mathcal{O} \cdot X_{N}\right)^{1}= \\
&-\frac{1}{4} E_{N K} \Gamma^{K} \epsilon_{1}+\frac{1}{8}\left(\delta H_{N K} \Gamma^{K}+\underline{\iota_{N} \mathrm{~d} H}\right) \epsilon_{1}-\frac{1}{16} e^{\Phi} \underline{\mathrm{d}_{H} F} \cdot \Gamma_{N} \Gamma_{(10)} \epsilon_{2}  \tag{11.4a}\\
& \Gamma^{M} \cdot\left(\mathcal{D}_{[N} X_{M]}\right)^{2}-\frac{1}{2}\left(\nabla_{N}-\frac{1}{4} \underline{\iota_{N} H}\right) \cdot Y^{2}+\frac{1}{2}\left(\mathcal{O} \cdot X_{N}\right)^{2}= \\
&-\frac{1}{4} E_{N K} \Gamma^{K} \epsilon_{2}-\frac{1}{8}\left(\delta H_{N K} \Gamma^{K}+\underline{\iota_{N} \mathrm{~d} H}\right) \epsilon_{2}+\frac{1}{16} e^{\Phi} \Gamma_{(10)} \underline{\sigma\left(\mathrm{d}_{H} F\right)} \cdot \Gamma_{N} \epsilon_{1}  \tag{11.4b}\\
&(\mathcal{P} Z)^{1}-\left(\nabla^{M}-2 \partial^{M} \Phi+\frac{1}{4} g^{M N} \underline{\iota_{N} H}\right) \cdot X_{M}^{1}=-\frac{1}{8} D \epsilon_{1}+\frac{1}{4} \underline{\mathrm{~d} H} \epsilon_{1}+\frac{1}{8} \underline{\mathrm{~d}} \underline{H} F \epsilon_{2}  \tag{11.4c}\\
&(\mathcal{P} Z)^{2}-\left(\nabla^{M}-2 \partial^{M} \Phi-\frac{1}{4} g^{M N} \underline{\iota_{N} H}\right) \cdot X_{M}^{2}=-\frac{1}{8} D \epsilon_{2}-\frac{1}{4} \underline{\mathrm{~d} H} \epsilon_{2}+\frac{1}{8} \underline{\sigma\left(\mathrm{~d}_{H} F\right) \epsilon_{1}} \tag{11.4~d}
\end{align*}
$$

From the above equations one can immediately derive the integrability property of sourceless supersymmetric vacua discussed in [12, [3]. Indeed, in this case the left-hand side of the above equations vanishes and, once we impose the sourceless Bianchi identities $\mathrm{d} H=0$ and $\mathrm{d}_{H} F=0$, they reduce to identities setting to zero $D$ and combinations of $E_{M N}$ and $\delta H_{M N}$ acting on the spinors. For example, in the case of static spaces with vanishing mixed time-space components of $E_{M N}$, this automatically implies that the full set of equations is satisfied. We will consider the static case in more detail in the next subsection, where we will include localized sources in the discussion. As we will see, equations (11.4) naturally encode the possibility to incorporate calibrated localized sources in the background.

### 11.2 Adding calibrated sources

To treat the sources we will assume a general static space-time $X_{10}=\mathbb{R} \times \mathcal{M}_{9}$ of metric

$$
\begin{equation*}
G_{M N} \mathrm{~d} x^{M} \mathrm{~d} x^{N}=e^{2 A} \mathrm{~d} t^{2}+g_{m n} \mathrm{~d} x^{m} \mathrm{~d} x^{n} \tag{11.5}
\end{equation*}
$$

with $A$ and $g_{m n}$ depending only on the internal coordinates $x^{m}$. We will include static D-branes and/or O-plane sources corresponding to a piece $S^{(\mathrm{loc})}$ in the total action which is the sum of two terms ${ }^{58}$

$$
\begin{equation*}
S^{\mathrm{loc}}=-2 \pi \tau \int_{\Gamma} \sqrt{-\operatorname{det}\left(\left.G\right|_{\Gamma}+\mathcal{F}\right)}+\left.2 \pi \tau \int_{\Gamma} C\right|_{\Gamma} \wedge e^{\mathcal{F}} \tag{11.6}
\end{equation*}
$$

In units of $2 \pi \sqrt{\alpha^{\prime}}=1, \tau$ is given by $\tau_{\mathrm{D} p}=1$ for all D-branes and $\tau_{\mathrm{O} q}=-2^{q-5}$ for O $q$-planes, and in the latter case $\mathcal{F}=0$. By introducing the total current $j_{\text {tot }}$ defined by

$$
\begin{equation*}
\int_{X_{10}}\left\langle\alpha, j_{\text {tot }}\right\rangle=\left.\sum_{i \in \text { loc. sources }} \tau_{i} \int_{\Gamma_{i}} \alpha\right|_{\Gamma_{i}} \wedge e^{\mathcal{F}_{i}} \tag{11.7}
\end{equation*}
$$

for any polyform $\alpha$, we can write the Bianchi identities as $\mathrm{d}_{H} F=-j_{\text {tot }}$. For static sources we have $\Gamma=\mathbb{R} \times \Sigma$, where $\mathbb{R}$ denotes the time direction and $\Sigma \subset \mathcal{M}_{9}$ is an internal cycle, and thus $j_{\text {tot }}$ is defined on $\mathcal{M}_{9}$. Furthermore, we can split the RR field-strength in electric and magnetic parts $F^{\mathrm{el}}$ and $F^{\mathrm{mg}}$ defined on $\mathcal{M}_{9}$ as follows

$$
\begin{equation*}
F=F^{\mathrm{mg}}+\mathrm{d} t \wedge F^{\mathrm{el}} \tag{11.8}
\end{equation*}
$$

so that $F^{\mathrm{el}}=e^{-A} \sigma\left(*_{9} F^{\mathrm{mg}}\right), \mathrm{d}_{H} F^{\mathrm{el}}=0$ and

$$
\begin{equation*}
\mathrm{d}_{H} F^{\mathrm{mg}}=-j_{\mathrm{tot}} \tag{11.9}
\end{equation*}
$$

We can now use a globally defined spinor $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ to construct a calibration as follows. Following [14], we decompose first $\epsilon_{1,2}$ in

$$
\begin{equation*}
\epsilon_{1}=\binom{1}{0} \otimes \chi_{1} \quad \epsilon_{2}=\binom{1}{0} \otimes \chi_{2}(\mathrm{IIB}) \quad \epsilon_{2}=\binom{0}{1} \otimes \chi_{2}(\mathrm{IIA}) \tag{11.10}
\end{equation*}
$$

[^40]where $\chi_{1,2}$ are real spinors on $\mathcal{M}_{9}$. The gamma-matrices decompose accordingly as
\[

$$
\begin{equation*}
\Gamma_{\underline{0}}=\left(i \sigma_{2}\right) \otimes \mathbb{1}, \quad \Gamma_{m}=\sigma_{1} \otimes \gamma_{m}, \quad \Gamma_{(10)}=\sigma_{3} \otimes \mathbb{1} \tag{11.11}
\end{equation*}
$$

\]

with $\sigma_{i}$ the Pauli matrices, and $\gamma_{m}$ the 9-dimensional gamma-matrices. Using the internal spinors $\chi_{1,2}$ one can construct on $\mathcal{M}_{9}$ the real polyform

$$
\begin{equation*}
\omega:=\sum_{p \text { even/odd }} \frac{e^{A-\Phi}}{p!|a|^{2}}\left(\chi_{1}^{T} \gamma_{m_{1} \ldots m_{p}} \chi_{2}\right) \mathrm{d} x^{m_{1}} \wedge \ldots \wedge \mathrm{~d} x^{m_{p}} \tag{11.12}
\end{equation*}
$$

where one has to sum over $p$ even/odd in IIA/IIB respectively. For any $\Sigma \subset \mathcal{M}_{9}$ (with world-volume coordinates $\xi$ ), the polyform $\omega$ defined in (11.12) satisfies the algebraic inequality

$$
\begin{equation*}
\left[\left.\omega\right|_{\Sigma} \wedge e^{\mathcal{F}}\right]_{\mathrm{top}} \leq e^{A-\Phi} \sqrt{\operatorname{det}\left(\left.g\right|_{\Sigma}+\mathcal{F}\right)} \mathrm{d} \xi \tag{11.13}
\end{equation*}
$$

Thus, if furthermore $\omega$ satisfies the differential condition

$$
\begin{equation*}
\mathrm{d}_{H} \omega=-F^{\mathrm{el}} \tag{11.14}
\end{equation*}
$$

then $\omega$ is a proper (generalized) calibration.
In the following we will assume that the differential condition (11.14) is satisfied, ${ }^{59}$ thus indirectly imposing a differential condition on $\epsilon$. We will also assume that all localized sources are calibrated by $\omega$, i.e. they saturate the local lower bound (11.13). These restrictions will allow us to greatly simplify the following discussion for two reasons. First, the open-string equations of motion are automatically satisfied, as can be seen by a simple extension to this generalized setting of the stability argument (2.15). Second, in deriving the NS closed-string equations of motion we can use the simplified 'effective' action

$$
\begin{equation*}
S_{\mathrm{eff}}^{\mathrm{loc}}=-2 \pi \int_{X_{10}}\left\langle\mathrm{~d} t \wedge \omega, j_{\mathrm{tot}}\right\rangle \tag{11.15}
\end{equation*}
$$

Using (11.15), it is not difficult to see that the source-modified Einstein, dilaton and $H$-field equations of motion read:

$$
\begin{align*}
E_{M N} & =-\frac{1}{2} e^{2 \Phi} *_{10}\left[G_{K(M}\left\langle\mathrm{d} x^{K} \wedge \iota_{N)}(\mathrm{d} t \wedge \omega), j_{\text {tot }}\right\rangle-\frac{1}{2} G_{M N}\left\langle\mathrm{~d} t \wedge \omega, j_{\text {tot }}\right\rangle\right]  \tag{11.16a}\\
\delta H & =\frac{1}{2} e^{2 \Phi} *_{10}\left\langle\mathrm{~d} t \wedge \omega, j_{\text {tot }}\right\rangle_{8}  \tag{11.16b}\\
D & =e^{2 \Phi} *_{10}\left\langle\mathrm{~d} t \wedge \omega, j_{\text {tot }}\right\rangle \tag{11.16c}
\end{align*}
$$

Note that, as expected for static sources, the mixed time/space components on the righthand side of 11.16 a ) vanish and indeed, for the backgrounds we consider here, we automatically have

$$
\begin{equation*}
E_{0 m}=0 \tag{11.17}
\end{equation*}
$$

[^41]Consider now eq. (11.4a) for $N=n$, along the spatial directions. Assuming that the contraction of the left-hand side with $\epsilon_{1}^{T} \Gamma_{m}$ vanishes and taking eqs. (11.10)-(11.17) and the $H$-field Bianchi identity $\mathrm{d} H=0$ into account, we obtain

$$
\begin{equation*}
|a|^{2}\left(E_{m n}+\frac{1}{2} \delta H_{m n}\right) \mp \frac{1}{4} e^{\Phi}\left(\chi_{1}^{T} \gamma_{m} \cdot \underline{\mathrm{~d}}_{H} F^{\mathrm{mg}} \cdot \gamma_{n} \chi_{2}\right)=0 \tag{11.18}
\end{equation*}
$$

for IIA/IIB. Substituting into (11.18) the RR Bianchi identities (11.9), symmetrizing in $m, n$ and taking eq. (E.17) into account, we obtain the space/space components of the source-corrected Einstein equation (11.16a). The time/time component of the sourcecorrected Einstein equation is obtained similarly by considering eq. (11.4a) for $N=0$, i.e. along the time direction, assuming the contraction of the left-hand side with $\epsilon_{1}^{T} \Gamma_{0}$ vanishes.

Moreover, by antisymmetrizing eq. (11.18) in $m, n$ and taking eq. (E.18) into account, we obtain instead the source-corrected $H$-field equation-of-motion (note that $\delta H$ has no non-vanishing time components), eq. (11.16b). Finally, in order to obtain the sourcecorrected dilaton equation-of-motion we assume that the contraction of the left-hand side of eq. ( $\overline{11.4 \mathrm{C}}$ ) with $\epsilon_{1}^{T}$ vanishes. Taking ( $(\overline{11.10}$ ) into account and imposing the $H$-field Bianchi identity we thus obtain

$$
\begin{equation*}
|a|^{2} D=e^{\Phi}\left(\chi_{1}^{T} \underline{\left.\mathrm{~d}_{H} F^{\mathrm{mg}} \chi_{2}\right)}\right. \tag{11.19}
\end{equation*}
$$

Imposing the RR Bianchi identities (11.9) and using eq. (E.19), we arrive at the dilaton equation-of-motion (11.16d). Note that the same results can similarly be obtained starting from (11.4b) and (11.4d) instead of (11.4a) and (11.4d).

In summary: if we consider static space-times with localized sources calibrated by a calibration $\omega$, constructed from a doubled spinor $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ as in (11.12), the vanishing of the following contraction of the left-hand side of either eq. (11.4a), or eq. (11.4b) ${ }^{60}$

$$
\begin{equation*}
\epsilon_{i}^{T} \Gamma_{K}\left\{\Gamma^{M} \cdot\left(\mathcal{D}_{[N} X_{M]}\right)^{i}-\frac{1}{2}\left(\nabla_{N}-\frac{1}{4}(-)^{i} \underline{\iota_{N} H}\right) \cdot Y^{i}+\frac{1}{2}\left(\mathcal{O} \cdot X_{N}\right)^{i}\right\}=0 \tag{11.20}
\end{equation*}
$$

either for $i=1$ or for $i=2$ and for $(K, N)$ space/space or time/time indices (but not mixed), is sufficient to guarantee that the source-corrected Einstein and $H$-field equation-of-motion are automatically satisfied, provided one imposes the (source-corrected) RR-field Bianchi identities (11.9) and the $H$-field Bianchi identity. Similarly, the vanishing of the following contraction of the left-hand side of either eq. (11.4c), or eq. (11.4d)

$$
\begin{equation*}
\epsilon_{i}^{T}\left\{(\mathcal{P} Z)^{i}-\left(\nabla^{M}-2 \partial^{M} \Phi-\frac{1}{4}(-)^{i} g^{M N} \underline{\iota_{N} H}\right) \cdot X_{M}^{i}\right\}=0 \tag{11.21}
\end{equation*}
$$

either for $i=1$ or for $i=2$, is sufficient to guarantee that the source-corrected dilaton equation-of-motion is automatically satisfied.

Finally, let us observe that if we consider space-times without sources, the equations (11.20) and (11.21) are valid without any need to restrict to static space-times or impose the condition (11.14) - since the latter is only needed in order to ensure that the open-string equations of motion are satisfied.

[^42]
### 11.3 Integrability conditions for flux compactifications

In this section, we give the general form of eqs. (11.20) and (11.21) for compactifications to $\mathbb{R}^{1,3}$ or $\mathrm{AdS}_{4}$. We decompose the ten-dimensional spinor as in eq. (A.23), with the fourdimensional spinor $\zeta$ satisfying the Killing equation (A.28d), where the parameter $w_{0}$ is related to the AdS radius by $R=1 /\left|w_{0}\right|$ and flat space is recovered by specializing to $w_{0}=0$.

Direct substitution of definitions (B.1) into eqs. (11.20), (11.21), using the equations above, leads to the following conditions

$$
\begin{align*}
0= & \left(\not \nabla-\not \partial \phi+2 \not \partial A+\frac{1}{4} \not H\right) \mathcal{V}^{1}-w_{0}\left(\mathcal{V}^{1}+\mathcal{S}^{1}\right)^{*}  \tag{11.22}\\
& +\not \partial A \mathcal{S}^{1}-2 \partial^{m} A \mathcal{U}_{m}^{1}+\frac{1}{4} e^{\phi} \not F \gamma_{(6)} \mathcal{V}^{2}+\frac{1}{4} e^{\phi} \gamma^{m} \not \not \mathcal{U}_{m}^{2}
\end{align*}
$$

and

$$
\begin{align*}
0= & 2 w_{0} \mathcal{U}_{n}^{1 *}-\left(\not \boldsymbol{}-\not \partial \phi+2 \not \partial A+\frac{1}{4} \not \boldsymbol{H}\right) \mathcal{U}_{n}^{1}+\frac{1}{2} \not H_{n}{ }^{m} \mathcal{U}_{m}^{1}  \tag{11.23}\\
& +\left(\nabla_{n}+\frac{1}{4} \not H_{n}\right) \mathcal{S}^{1}+2 \partial_{n} A \mathcal{V}^{1}+\frac{1}{8} e^{\phi} \gamma^{m} \not{ }_{F} \gamma_{n} \gamma_{(6)} \mathcal{U}_{m}^{2}+\frac{1}{4} e^{\phi} \not{ }^{1} \gamma_{n} \mathcal{V}^{2}
\end{align*}
$$

coming from equation eq. (11.20), as well as

$$
\begin{align*}
0=\eta_{1}^{\dagger} & \left\{\left(\not \forall-\not \partial \phi+2 \not \partial A+\frac{1}{4} \not H\right) \mathcal{S}^{1}-\frac{1}{8} e^{\phi} \not \boldsymbol{F} \gamma_{(6)} \mathcal{S}^{2}\right. \\
& \left.-\left(\nabla^{m}-2 \partial^{m} \Phi+\frac{1}{4} \not H^{m}\right) \mathcal{U}_{m}^{1}+\not \partial A \mathcal{V}^{1}+w_{0}\left(\mathcal{V}^{1}-2 \mathcal{S}^{1}\right)^{*}\right\} \tag{11.24}
\end{align*}
$$

coming from eq. (11.21).
In deriving the above we have observed that the only nonvanishing spinor bilinears which can be constructed from the commuting (cf. footnote 60) four-dimensional spinor $\zeta$ are $\bar{\zeta} \hat{\gamma}_{\mu} \zeta, \bar{\zeta}^{*} \hat{\gamma}_{\mu \nu} \zeta$ and their complex conjugates.

Note that condition (11.24) is expressed as the vanishing of a spinor contraction, i.e. it has the same form as the ten-dimensional integrability equation (11.21) from which it descends. On the other hand, the two conditions (11.23) and (11.22), coming from the ten-dimensional integrability equation (11.21), do not contain spinor contractions. This is because requiring that equation (11.21) be satisfied for all $(K, M)$ such that $K, M$ are either both spatial or both timelike, amounts to requiring that the right-hand sides of (11.23) and (11.22) vanish upon contraction with both $\eta_{1}^{T}$ and $\eta_{1}^{\dagger} \gamma_{m}$ for any six-dimensional gamma matrix $\gamma_{m}$. For a nonzero six-dimensional Weyl spinor $\eta_{1}$, this is equivalent to requiring that the right-hand sides vanish identically.

### 11.4 Non-supersymmetric AdS $_{4}$ vacua from integrability

We would now like to provide some examples where we can apply the results of subsection 11.3 to look for susy-breaking vacua. The strategy is to select an underlying $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure defined by two internal spinors $\eta_{1}$ and $\eta_{2}$, compatible
with the possible localized space-filling sources that must be calibrated, and use equations (11.22), ( 11.23 ) and ( 11.24 ) to investigate the restrictions imposed by the equations of motion. As we explain in appendix $\mathbb{F}$, one can easily recover in this way the fact that the GKP vacua of section 2.1 satisfy the equations of motion. Here we show how using the above results one can systematically investigate non-supersymmetric vacua of IIA supergravity of the form $\mathrm{AdS}_{4} \times \mathcal{M}_{6}$, where $\mathcal{M}_{6}$ is a six-dimensional nearly-Kähler manifold with constant dilaton and warp factor. To our knowledge, the first class of solutions presented here (eq. (11.38) below) is new. The second class (eq. (11.39) below) was first constructed by Romans in 72 . ${ }^{61}$ Finally, supersymmetric vacua of this form (eq. (11.40) below), which are a special case of the broader class of $\mathrm{AdS}_{4}$ vacua of (12], were first constructed in (73).

A nearly-Kähler manifold is a special case of an $\mathrm{SU}(3)$-structure six-dimensional manifold and, as such, it possesses a nowhere-vanishing spinor $\eta$ of positive chirality. Its only non-zero torsion class - the torsion classes of an $\mathrm{SU}(3)$-structure are defined in (6.3) is $W_{1}$ (which can be taken to be constant and imaginary); it is related to the nowherevanishing spinor through

$$
\begin{equation*}
\nabla_{m} \eta=\frac{1}{4} W_{1} \gamma_{m} \eta^{*} \tag{11.25}
\end{equation*}
$$

Acting with a covariant derivative on the left-hand side we obtain, after some standard manipulations:

$$
\begin{equation*}
R_{m n}=\frac{5}{4}\left|W_{1}\right|^{2} g_{m n} \tag{11.26}
\end{equation*}
$$

hence nearly-Kähler manifolds are Einstein spaces. In the following we will set $W_{1}=i \omega$, with $\omega$ a real constant. Finally let us note that in terms of the $\operatorname{SU}(3)$-structure $(J, \Omega)$, equation (11.25) can be written equivalently as

$$
\begin{align*}
\mathrm{d} J & =\frac{3}{2} \omega \operatorname{Re} \Omega \\
\mathrm{~d} \operatorname{Im} \Omega & =\omega J \wedge J \tag{11.27}
\end{align*}
$$

Let us now assume the following ansatz for the fluxes:

$$
\begin{equation*}
F_{0}=\alpha ; \quad F_{2}=\beta J ; \quad F_{4}=\frac{1}{2} \gamma J^{2} ; \quad F_{6}=\frac{1}{6} \delta J^{3} ; \quad H=\varepsilon \operatorname{Re} \Omega \tag{11.28}
\end{equation*}
$$

where $\alpha, \beta, \gamma, \delta, \varepsilon$ are real constants. Using (11.27) it is easy to see that the Bianchi identities for the RR fluxes are equivalent to the conditions

$$
\begin{equation*}
\beta=-\frac{2 \varepsilon}{3 \omega} \alpha ; \quad \gamma=\frac{2 \varepsilon}{3 \omega} \delta \tag{11.29}
\end{equation*}
$$

while the H -field Bianchi identity is automatically satisfied.

[^43]We are now ready to come to the integrability equations (11.22), (11.24). Assuming a strict $\mathrm{SU}(3)$ ansatz

$$
\begin{equation*}
\eta_{1}=\eta ; \quad \eta_{2}=e^{i \varphi} \eta^{*} \tag{11.30}
\end{equation*}
$$

for some constant phase $\varphi$ and plugging the above ansatz into (11.22) we obtain, after some algebra,

$$
\begin{equation*}
0=3\left|w_{0}\right|^{2}-\frac{1}{16}\left(3|\lambda|^{2}+|\mu|^{2}\right) \tag{11.31}
\end{equation*}
$$

where we have introduced:

$$
\begin{align*}
& \lambda:=\alpha-i \beta+\gamma-i \delta \\
& \mu:=\alpha-3 i \beta-3 \gamma+i \delta \tag{11.32}
\end{align*}
$$

that satisfy the following equations

$$
\begin{equation*}
\varepsilon\left(\mu^{*}+3 \lambda\right)-\frac{3 i}{2} \omega\left(\mu^{*}-\lambda\right)=0 \tag{11.33}
\end{equation*}
$$

by virtue of the $R R$ Bianchi identities (11.29). The second integrability condition, eq. (11.23), can similarly be seen to be equivalent to

$$
\begin{equation*}
0=-\frac{5}{8} \omega^{2}+\frac{1}{2} \varepsilon^{2}+\frac{i}{2} \varepsilon \omega-\frac{1}{16}\left(\lambda \mu^{*}+\left(\lambda^{*}\right)^{2}\right) \tag{11.34}
\end{equation*}
$$

Separating real and imaginary parts, taking the definitions (11.32) into account, eq. (11.34) can be seen to be equivalent to the following two conditions

$$
\begin{align*}
& 0=\varepsilon^{2}-\frac{5}{4} \omega^{2}-\frac{1}{4}\left(\alpha^{2}+\beta^{2}-\gamma^{2}-\delta^{2}\right)  \tag{11.35}\\
& 0=\varepsilon \omega-\frac{1}{2}(\alpha \beta+2 \beta \gamma+\gamma \delta) \tag{11.36}
\end{align*}
$$

Finally the third integrability condition, eq. (11.24), can be seen to be equivalent to the following equation:

$$
\begin{equation*}
0=3\left|w_{0}\right|^{2}-\frac{15}{8} \omega^{2}+\frac{1}{2} \varepsilon^{2} \tag{11.37}
\end{equation*}
$$

where again we have made use of (11.33). Thus, according to the integrability prescription, the solution is determined by the coupled set of equations (11.29), (11.31), (11.35), (11.36), (11.37). We find the following three classes of solutions

- First solution: $\operatorname{sgn}(\omega \alpha)=-\operatorname{sgn}(\delta \varepsilon)$ and

$$
\begin{equation*}
\left|w_{0}\right|^{2}=\frac{1}{2} \omega^{2} \quad \alpha^{2}=\frac{3}{4} \omega^{2} \quad \delta^{2}=\frac{9}{4} \omega^{2} \quad \varepsilon^{2}=\frac{3}{4} \omega^{2} \tag{11.38}
\end{equation*}
$$

- Second solution:

$$
\begin{equation*}
\left|w_{0}\right|^{2}=\frac{5}{8} \omega^{2} \quad \alpha^{2}=\frac{5}{4} \omega^{2} \quad \delta^{2}=\frac{25}{4} \omega^{2} \quad \varepsilon=0 \tag{11.39}
\end{equation*}
$$

- Third solution: $\operatorname{sgn}(\omega \alpha)=\operatorname{sgn}(\delta \varepsilon)$ and

$$
\begin{equation*}
\left|w_{0}\right|^{2}=\frac{3}{5} \omega^{2} \quad \alpha^{2}=\frac{15}{16} \omega^{2} \quad \delta^{2}=\frac{81}{16} \omega^{2} \quad \varepsilon^{2}=\frac{3}{20} \omega^{2} \tag{11.40}
\end{equation*}
$$

 genuinely non-supersymmetric. In all three cases one can check directly that the supergravity equations of motion are satisfied, in agreement with the general discussion of subsections 11.2 and 11.3 .

Unfortunately, only the supersymmetric case satisfies the gauge BPSness conditions (10.6), so that the above non-supersymmetric vacua do not naturally allow the introduction of D-branes or orientifolds. To show this, let us first observe that the SUSYbreaking has the form (10.8) with parameters

$$
\begin{align*}
r_{1} & =r_{2}=-w_{0}-\frac{1}{4} e^{i \varphi} \mu^{*} \quad t_{1}=-2 w_{0}+\frac{3 i}{2} \omega+\varepsilon \quad t_{2}=-2 w_{0}+\frac{3 i}{2} \omega e^{2 i \varphi}+\varepsilon e^{2 i \varphi}  \tag{11.41}\\
q_{m n}^{1} & =\left(\frac{i}{8} \omega+\frac{1}{4} \varepsilon-\frac{1}{16} \lambda^{*} e^{i \varphi}\right)(1-i J)_{m n} \quad q_{m n}^{2}=\left(\frac{i}{8} \omega e^{2 i \varphi}+\frac{1}{4} \varepsilon e^{2 i \varphi}-\frac{1}{16} \lambda^{*} e^{i \varphi}\right)(1+i J)_{m n}
\end{align*}
$$

where we have taken into account that $J_{m n}=i \eta^{\dagger} \gamma_{m n} \eta=\left(J_{1}\right)_{m n}=-\left(J_{2}\right)_{m n}$. From the third line of the gauge BPSness equation (10.6), we arrive at the condition: $\varphi=0, \pi$; i.e. $\eta_{1}= \pm \eta_{2}^{*}$. It is then straightforward to verify that only the supersymmetric solution (11.40) satisfies the first line of (10.6). In particular, $\varphi=0$ corresponds to the subcases $\operatorname{sgn}(\omega \delta)=$ 1 , while $\varphi=\pi$ corresponds to $\operatorname{sgn}(\omega \delta)=-1$. Finally, let us note that the second line in (10.6) is trivially satisfied by all three classes of solutions.

## 12. Conclusions and outlook

In the present paper we have analyzed the structure of non-supersymmetric type II flux vacua from the vantage point of generalized complex geometry. While GCG techniques have mainly been applied to supersymmetric type II vacua, we have shown that they are equally useful for $\mathcal{N}=0$ backgrounds, as long as an approximate 4D supersymmetry survives. As a first application of this idea we have rephrased the well-known properties of $\mathcal{N}=0$ warped CY/F-theory vacua in terms of generalized calibrations, that are the natural objects describing the BPS properties of probe D-branes in general flux backgrounds. Roughlyspeaking, while in an $\mathcal{N}=1$ background the full set of D-branes must obey a BPS bound, only a subset of these bounds will survive in the absence of supersymmetry, and so we can classify $\mathcal{N}=0$ backgrounds in terms of the D-brane BPS bounds/generalized calibrations they contain. In the case of GKP vacua, the D-branes whose BPSness is affected by SUSYbreaking look like 3D domain walls from the 4D viewpoint, and so we have named this SUSY-breaking pattern 'Domain-Wall SUSY-breaking' (DWSB).

We have analyzed the structure of DWSB backgrounds from different perspectives, with the particular goal of finding those backgrounds that are most similar to the $\mathcal{N}=0$ no-scale vacua of [1]. In this quest we have selected in section 3 a simple DWSB subansatz which, analyzed from the 4D perspective in sections | $\square$ |
| :--- |
| and |
| 5 | , can indeed reproduce the

desired no-scale structure. From the geometric point of view, this subansatz is based on compactification manifolds $\mathcal{M}_{6}$ that contain a calibrated generalized foliation, which is a rather strong restriction. However, the techniques used in sections 4 and 5 are valid for general $\mathcal{N}=0$ flux compactifications, and so they can be applied to DWSB backgrounds beyond the simple subansatz considered above. It would be interesting to see which new kinds of 6 D geometries and 4D effective theories can be obtained in this way. In particular, it would be interesting to explore how likely the generalization of the KKLT [4] and Large Volume 55 scenarios is in this context, as well as whether new scenarios for constructing de Sitter vacua may naturally appear.

The effective potential considered in section also allows to address a basic issue of $\mathcal{N}=0$ vacua, which is the presence of closed string tachyons. We have seen that even for the DWSB subansatz of section 3 the absence of tachyons is not guaranteed, and that some mild assumptions on the off-shell gravitino and dilatino variations should be made. While these assumptions come naturally in the case of warped Calabi-Yau vacua, their interpretation is less clear for more general backgrounds, and in particular for those beyond our DWSB subansatz. It would be very interesting to gain further understanding on such tachyon-free conditions for this kind of backgrounds.

Note that while the techniques of sections 4 and 5 admit a 4D perspective, the approach used is fully ten-dimensional. Hence, it allows us to address issues that effective 4D-like approaches cannot deal with, such as warping effects. This is particularly manifest in the results of section 6, when comparing some simple subcases of DWSB backgrounds with some no-scale vacua found in 10]. Indeed, by comparing results we see that the 10D eom's derived in section 4 seem to impose further constraints beyond the background relations found in [10]. As in these cases the extra conditions become trivial for constant warping, it is tempting to speculate that they arise from warping corrections to the 4 D Kähler potential, along the lines of [9, 23-25]. Since the explicit examples provided in section 7 satisfy these extra 10D constraints automatically, it would be very interesting to extend the set of examples to include some where this is not the case.

Another obvious extension of this work is to construct vacua which are not Minkowski. Indeed, as shown in section 10 the general philosophy of this paper can be easily extended to compactifications to $\mathrm{AdS}_{4}$. There we have described the minimal requirements to construct phenomenologically viable vacua, which amounts to requiring that 4 D spacetime-filling Dbranes develop a BPS bound, while domain walls and D-strings may not have such a BPSness property. In this $\mathrm{AdS}_{4}$ context, it is essential to consider uplifting mechanisms to de Sitter space, and so our discussion of anti-D-branes in $\mathcal{N}=0$ flux backgrounds in section 9 could be a key point for the construction of novel examples of metastable vacua.

Another important point that has been addressed in this paper is the structure of F-terms in the closed string sector and the flux-induced soft terms in the open string sector. We have found good agreement between both, in particular for the case of the gaugino mass, that we have computed in full generality. Other soft terms, like fermionic $\mu$-terms, have also been computed in particular cases, finding qualitative good agreement with the results of 10. It would be interesting to extend this computation to more general situations, including more backgrounds beyond twisted tori and compactifications to $\mathrm{AdS}_{4}$,
and to also compute the spectrum of scalar soft terms for these cases.
Finally, we have seen that an alternative, complementary approach, based on integrability, can be used for the construction of $\mathcal{N}=0$ type II vacua. The method relies on the ability to factorize second-order equations of motion into two first-order equations involving spinorial quantities. We have illustrated the procedure by constructing a new class of $\mathcal{N}=0$ vacua of the form $\mathrm{AdS}_{4} \times \mathcal{M}_{6}$, where $\mathcal{M}_{6}$ can be any nearly-Kähler manifold. It would be interesting to explore whether this approach can be used as a tool for the classification of general non-supersymmetric type II supergravity backgrounds.

We hope that the ideas and techniques developed in this paper serve to understand the set of $\mathcal{N}=0$ supergravity/string theory vacua from a different perspective, that allows to derive interesting results on the above and related issues.
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## A. Supergravity conventions

## A. 1 Bosonic sector

Our bosonic conventions are identical to those of [74], up to the sign changes $H \rightarrow-H$ in IIB and $C_{2 n+1} \rightarrow(-)^{n} C_{2 n+1}$ in IIA. This implies that the self-duality relations read $F_{n}=(-)^{\frac{(n-1)(n-2)}{2}} *_{10} F_{10-n} .{ }^{62}$ By introducing the operator $\sigma$ which reverses the order of the indices of a $p$-form, the self-duality condition can be written as

$$
\begin{equation*}
F=*_{10} \sigma(F) \tag{A.1}
\end{equation*}
$$

The pseudo-action (i.e. a mnemonic tool to obtain the e.o.m's) of the democratic formulation is

$$
\begin{equation*}
S=\frac{1}{2 \kappa_{10}^{2}} \int \mathrm{~d}^{10} x \sqrt{-g}\left\{e^{-2 \Phi}\left[R+4(\mathrm{~d} \Phi)^{2}-\frac{1}{2} H^{2}\right]-\frac{1}{4} F^{2}\right\}+S^{(\text {loc })} \tag{A.2}
\end{equation*}
$$

where $2 \kappa_{10}^{2}=(2 \pi)^{7}\left(\alpha^{\prime}\right)^{4}$ and for any form $\omega$ we define $\omega^{2}=\omega \cdot \omega$, with $\cdot$ given by

$$
\begin{equation*}
\omega_{p} \cdot \chi_{p}=\frac{1}{p!} \omega_{M_{1} \ldots M_{p}} \chi^{M_{1} \ldots M_{p}} \tag{A.3}
\end{equation*}
$$

[^44]where $\epsilon^{01 \ldots 9}=1$.

If $\omega$ is complex, we also define $|\omega|^{2}=\omega \cdot \bar{\omega}^{63}$ In addition to the RR e.o.m./BI's

$$
\begin{equation*}
\mathrm{d}_{H} F=-j_{\text {source }} \tag{A.4}
\end{equation*}
$$

we get:
The dilaton e.o.m.:

$$
\begin{equation*}
2 \kappa_{10}^{2} \frac{\delta S}{\delta \Phi}=-8 e^{-2 \Phi}\left[\nabla^{2} \Phi-(\mathrm{d} \Phi)^{2}+\frac{1}{4} R-\frac{1}{8} H^{2}\right]+\frac{2 \kappa_{10}^{2}}{\sqrt{-g}} \frac{\delta S^{(\mathrm{loc})}}{\delta \Phi}=0 \tag{A.5}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\nabla^{2} \Phi-(\mathrm{d} \Phi)^{2}+\frac{1}{4} R-\frac{1}{8} H^{2}-\frac{1}{4} \frac{\kappa_{10}^{2} e^{2 \Phi}}{\sqrt{-g}} \frac{\delta S^{(\mathrm{loc})}}{\delta \Phi}=0 \tag{A.6}
\end{equation*}
$$

The $B$-field e.o.m.:

$$
\begin{align*}
2 \kappa_{10}^{2} \frac{\delta S}{\delta B} & =-\mathrm{d}\left(e^{-2 \Phi} *_{10} H\right)-\frac{1}{2}[F \wedge \sigma(F)]_{8}+2 \kappa_{10}^{2} \frac{\delta S^{(\text {loc })}}{\delta B} \\
& =-\mathrm{d}\left(e^{-2 \Phi} *_{10} H\right)+\frac{1}{2}\left[*_{10} F \wedge F\right]_{8}+2 \kappa_{10}^{2} \frac{\left.\delta S^{\text {loc }}\right)}{\delta B}=0 \tag{A.7}
\end{align*}
$$

The Einstein e.o.m.:

$$
\begin{gather*}
\frac{2 \kappa_{10}^{2}}{\sqrt{-\operatorname{det} g}} \frac{\delta S}{\delta g^{M N}}=e^{-2 \Phi}\left[G_{M N}+2 g_{M N} \mathrm{~d} \Phi \cdot \mathrm{~d} \Phi-2 g_{N M} \nabla^{2} \Phi\right. \\
\\
\left.\quad+2 \nabla_{M} \nabla_{N} \Phi-\frac{1}{2} \iota_{M} H \cdot \iota_{N} H+\frac{1}{4} g_{M N} H \cdot H\right]  \tag{A.8}\\
-\frac{1}{4} \iota_{M} F \cdot \iota_{N} F-\kappa_{10}^{2} T_{M N}^{(\text {loc })}=0
\end{gather*}
$$

where

$$
\begin{equation*}
T_{M N}^{(\text {loc })}=-\frac{2}{\sqrt{-\operatorname{det} g}} \frac{\delta S^{(\text {loc })}}{\delta g^{M N}} \tag{A.9}
\end{equation*}
$$

By combining (A.8) with the dilaton equation we get the modified Einstein e.o.m.
$R_{M N}+2 \nabla_{M} \nabla_{N} \Phi-\frac{1}{2} \iota_{M} H \cdot \iota_{N} H-\frac{1}{4} e^{2 \Phi} \iota_{M} F \cdot \iota_{N} F-\kappa_{10}^{2} e^{2 \Phi}\left(T_{M N}^{(\text {loc })}+\frac{g_{M N}}{2 \sqrt{-g}} \frac{\delta S^{(\mathrm{loc})}}{\delta \Phi}\right)=0$
Finally, let us recall that the Mukai pairing on a certain space of dimension $n$ is defined by

$$
\begin{equation*}
\langle\omega, \chi\rangle=\left.\omega \wedge \sigma(\chi)\right|_{n} \tag{A.11}
\end{equation*}
$$

for any pair of polyforms $\omega$ and $\chi$, where $\sigma$ is the operator that reverses the order of the indices of a form. More generically, we can also define

$$
\begin{equation*}
\langle\omega, \chi\rangle_{k}=\left.\omega \wedge \sigma(\chi)\right|_{k} \tag{A.12}
\end{equation*}
$$

for $k<n$.

[^45]
## A. 2 Fermionic sector

We can use a representation in which the 10D gamma matrices $\Gamma_{M}$ are real. Underlying the flat indices, the 10D chiral operator is given by

$$
\begin{equation*}
\Gamma_{(10)}=\Gamma^{01 \ldots 9} \tag{A.13}
\end{equation*}
$$

For any form $\omega$, with denote by both $\psi$ and $\underline{\omega}$ its image under Clifford map. More explicitly, for a $p$-form

$$
\begin{equation*}
\psi_{p} \equiv \underline{\omega_{p}}:=\frac{1}{p!} \omega_{M_{1} \ldots M_{p}} \Gamma^{M_{1} \ldots M_{p}} \tag{A.14}
\end{equation*}
$$

Then the self-duality condition (A.1) can be written as

$$
\begin{equation*}
\Gamma_{(10)} \nVdash=\nRightarrow \tag{A.15}
\end{equation*}
$$

The type II supersymmetry transformations are parameterized by two MW spinors, $\epsilon_{1}$ and $\epsilon_{2}$, which in our representation are real and satisfy $\Gamma_{(10)} \epsilon_{1}=\epsilon_{1}$ and $\Gamma_{(10)} \epsilon_{2}=\mp \epsilon_{2}$ in IIA/IIB. In our conventions, the type II supersymmetry transformations of 74 can be written as follows

$$
\begin{align*}
\delta \psi_{M}^{(1)}=\left(\mathcal{D}_{M} \epsilon\right)_{1} & \equiv\left(\nabla_{M}+\frac{1}{4} \not H_{M}\right) \epsilon_{1}+\frac{1}{16} e^{\Phi} \not \not / \Gamma_{M} \Gamma_{(10)} \epsilon_{2} \\
\delta \psi_{M}^{(2)}=\left(\mathcal{D}_{M} \epsilon\right)_{2} & \equiv\left(\nabla_{M}-\frac{1}{4} \not H_{M}\right) \epsilon_{2}-\frac{1}{16} e^{\Phi} \sigma(\not F) \Gamma_{M} \Gamma_{(10)} \epsilon_{1} \\
\delta \lambda^{(1)}=(\mathcal{O} \epsilon)_{1} & \equiv\left(\not \partial \Phi+\frac{1}{2} \not H\right) \epsilon_{1}+\frac{1}{16} e^{\Phi} \Gamma^{M} \not F \Gamma_{M} \Gamma_{(10)} \epsilon_{2} \\
\delta \lambda^{(2)}=(\mathcal{O} \epsilon)_{2} & \equiv\left(\not \partial \Phi-\frac{1}{2} \not H\right) \epsilon_{2}-\frac{1}{16} e^{\Phi} \Gamma^{M} \sigma\left(\not H^{\prime}\right) \Gamma_{M} \Gamma_{(10)} \epsilon_{1} \tag{A.16}
\end{align*}
$$

Note also that one has the following modified dilatino equations

$$
\begin{align*}
& \Gamma^{M} \delta \psi_{M}^{(1)}-\delta \lambda^{(1)}=\Delta \epsilon_{1} \equiv\left(\not \nabla-\not \partial \Phi+\frac{1}{4} \not H\right) \epsilon_{1} \\
& \Gamma^{M} \delta \psi_{M}^{(2)}-\delta \lambda^{(2)}=\Delta \epsilon_{2} \equiv\left(\not \nabla-\not \partial \Phi-\frac{1}{4} \not F\right) \epsilon_{2} \tag{A.17}
\end{align*}
$$

In double spinor notation, the equations (A.16) we can be written as

$$
\begin{align*}
\delta \psi_{M} & =\left[\nabla_{M}+\frac{1}{4} \not H_{M} \sigma_{3}+\frac{1}{16} e^{\Phi}\left(\begin{array}{cc}
0 & \not F \\
-\sigma(\not F) & 0
\end{array}\right) \Gamma_{M} \Gamma_{(10)}\right] \epsilon \\
\delta \lambda & =\left[\not \partial \Phi+\frac{1}{2} \not H \sigma_{3}+\frac{1}{16} e^{\Phi} \Gamma^{M}\left(\begin{array}{cc}
0 & \not F \\
-\sigma(\not F) & 0
\end{array}\right) \Gamma_{M} \Gamma_{(10)}\right] \epsilon \tag{A.18}
\end{align*}
$$

## A. 3 Splitting to $4+6$ dimensions and pure spinors

Let us now consider a ten-dimensional spacetime of the form $X_{10}=X_{4} \times{ }_{\omega} \mathcal{M}_{6}$, with $X_{4}$ either $\mathrm{AdS}_{4}$ or $\mathbb{R}^{1,3}$, and split the coordinates accordingly $x^{M} \rightarrow\left(x^{\mu}, y^{m}\right)$. We assume that the ten-dimensional metric (in the string frame) has the form

$$
\begin{equation*}
\mathrm{d} s_{10}^{2}=e^{2 A} \mathrm{~d} s_{X_{4}}^{2}+g_{m n} \mathrm{~d} y^{m} \mathrm{~d} y^{n} \tag{A.19}
\end{equation*}
$$

and that the $H$-field has only internal legs. In addition, we assume that the ten-dimensional RR field-strengths, denoted here by $F^{\text {tot }}$, split as follows

$$
\begin{equation*}
F^{\mathrm{tot}}=F+e^{4 A} \mathrm{dVol}_{4} \wedge \tilde{*}_{6} F \tag{A.20}
\end{equation*}
$$

where $F$ has only internal legs, $\mathrm{dVol}_{4}$ is the volume form of $\mathrm{d} s_{X_{4}}^{2}$ and we have defined ${ }^{64}$

$$
\begin{equation*}
\tilde{*}_{6}=*_{6} \circ \sigma \tag{A.21}
\end{equation*}
$$

so that we have $\tilde{*}_{6}^{2}=-1$. Finally, all fields are independent of the external coordinates $x^{\mu}$.
The ten-dimensional gamma matrices $\Gamma^{M}$ can also be split in terms of four- and sixdimensional gamma matrices $\hat{\gamma}^{\mu}$ (associated with the unwarped $X_{4}$ metric) and $\gamma^{m}$ in the following way

$$
\begin{equation*}
\Gamma^{\mu}=e^{-A} \hat{\gamma}^{\mu} \otimes \mathbb{1} \quad \Gamma^{m}=\gamma_{(4)} \otimes \gamma^{m} \tag{A.22}
\end{equation*}
$$

where $\gamma_{(4)}=i \hat{\gamma} \frac{0123}{}$ is the standard four-dimensional chiral operator. The six-dimensional chiral operator is in turn $\gamma_{(6)}=-i \gamma \underline{123456}$ and so we have that $\Gamma_{(10)}=\gamma_{(4)} \otimes \gamma_{(6)}$. The ten-dimensional type II supersymmetry generators can accordingly be decomposed as

$$
\begin{equation*}
\epsilon_{1}=\zeta \otimes \eta_{1}+\text { c.c. } \quad \epsilon_{2}=\zeta \otimes \eta_{2}+\text { c.c. } \tag{A.23}
\end{equation*}
$$

where $\zeta=\gamma_{(4)} \zeta$ is the generic Killing spinor of $X_{4}$. Furthermore, $\gamma_{(6)} \eta_{1}=\eta_{1}$ for both IIA and IIB, while $\gamma_{(6)} \eta_{2}=-\eta_{2}$ in IIA and $\gamma_{(6)} \eta_{2}=\eta_{2}$ in IIB. We also assume that $\eta_{1}^{\dagger} \eta_{1}=\eta_{2}^{\dagger} \eta_{2}=|a|^{2}$, since this is a necessary condition in order to have calibrations for static D-branes [6, (9]. The internal spinors $\eta_{1}$ and $\eta_{2}$ define the $\operatorname{SU}(3) \times \operatorname{SU}(3)$-structure of the configuration, that can be alternatively characterized in terms of the pure spinors $\Psi_{1}$ and $\Psi_{2}$ defined by

$$
\begin{equation*}
\Psi_{1}=-\frac{8 i}{|a|^{2}} \eta_{1} \otimes \eta_{2}^{\dagger}, \quad \Psi_{2}=-\frac{8 i}{|a|^{2}} \eta_{1} \otimes \eta_{2}^{T} \tag{A.24}
\end{equation*}
$$

where the overall normalization is chosen for later convenience. As polyforms of definite parity, $\Psi_{1}$ is even/odd in IIB/IIA and $\Psi_{2}$ is even/odd in IIA/IIB.

Let us now consider the case where $\mathcal{M}_{6}$ is an $\operatorname{SU}(3)$-structure manifold in some detail. For this to be true in IIA supergravity, the condition $\eta_{1}=i e^{-i \theta} \eta_{2}^{*}$ has to be satisfied for some (possibly point-dependent) phase $e^{i \theta}$. Similarly, in type IIB we should require that $\eta_{1}=i e^{i \theta} \eta_{2}$. We can thus introduce the normalized spinor $\chi=\eta_{1} /|a|$ and use it to construct the following tensors on $\mathcal{M}_{6}$

$$
\begin{equation*}
J_{m n}=i \chi^{\dagger} \gamma_{m n} \chi \quad \Omega_{m n p}=\chi^{T} \gamma_{m n p} \chi \tag{A.25}
\end{equation*}
$$

$J$ is the two-form associated with the almost complex structure $J^{m}{ }_{n}$, with respect to which $\Omega$ is a (3, 0)-form. Together $J$ and $\Omega$ provide an alternative definition of the $\mathrm{SU}(3)$ structure of the configuration. They are normalized so that

$$
\begin{equation*}
(1 / 3!) J \wedge J \wedge J=-(i / 8) \Omega \wedge \bar{\Omega}=\mathrm{dVol}_{6} \tag{A.26}
\end{equation*}
$$

[^46]In this case, the pure spinors $\Psi_{1}$ and $\Psi_{2}$ take the form

$$
\begin{array}{lll}
\Psi_{1}=e^{i \theta} \Omega & \Psi_{2}=e^{-i \theta} e^{i J} & \text { in IIA } \\
\Psi_{1}=e^{i \theta} e^{i J} & \Psi_{2}=e^{-i \theta} \Omega & \text { in IIB } \tag{A.27}
\end{array}
$$

the particular type IIB case of [2, 园, 75] being obtained by setting $e^{i \theta}=1$.
Going back to a generic $\mathrm{SU}(3) \times \mathrm{SU}(3)$-structure, one can write the background supersymmetry conditions in terms of the pure spinors [18]. In our conventions, such equations have the form

$$
\begin{align*}
\mathrm{d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right) & =e^{4 A_{\tilde{*}_{6}} F+3(-)^{\left|\Psi_{2}\right|} e^{3 A-\Phi} \operatorname{Re}\left(\bar{w}_{0} \Psi_{2}\right)}  \tag{A.28a}\\
\mathrm{d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right) & =0  \tag{A.28b}\\
\mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right) & =2 i(-)^{\left|\Psi_{2}\right|} w_{0} e^{2 A-\Phi} \operatorname{Im} \Psi_{1} \tag{A.28c}
\end{align*}
$$

where $w_{0}$ is the constant entering the $\mathrm{AdS}_{4}$ Killing spinor equation

$$
\begin{equation*}
\nabla_{\mu} \zeta=\frac{1}{2} \bar{w}_{0} \hat{\gamma}_{\mu} \zeta^{*} \tag{A.29}
\end{equation*}
$$

and is related to the $\mathrm{AdS}_{4}$ radius by $R=1 /\left|w_{0}\right|$. Hence, it vanishes in the case of compactification to flat space. Note that in the $\mathrm{AdS}_{4}$ case $w_{0} \neq 0$, $(\mathrm{A.28b})$ does not contain any new information, since it is a consequence of (A.28d). In addition to (A.28), one needs to impose the supersymmetry condition $\mathrm{d} \log |a|^{2}=\mathrm{d} A$ relating the norm of the internal spinors to the warp factor.

## B. SUSY-breaking and pure spinors

Let us consider a ten-dimensional ansatz of the form (A.19), supporting an $\mathrm{SU}(3) \times \mathrm{SU}(3)$ structure background. Then the ten dimensional bispinor $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)^{T}$ is specified by two internal chiral spinors $\eta_{1}$ and $\eta_{2}$ as in A.23). Since in addition we are assuming that supersymmetry is broken, we generically have

$$
\begin{align*}
\left(\mathcal{D}_{\mu} \epsilon\right)_{1} & =\frac{1}{2} e^{A} \hat{\gamma}_{\mu} \zeta \otimes \mathcal{V}_{1}+\text { c.c. } & \left(\mathcal{D}_{\mu} \epsilon\right)_{2} & =\frac{1}{2} e^{A} \hat{\gamma}_{\mu} \zeta \otimes \mathcal{V}_{2}+\text { c.c. } \\
\left(\mathcal{D}_{m} \epsilon\right)_{1} & =\zeta \otimes \mathcal{U}_{m}^{1}+\text { c.c. } & \left(\mathcal{D}_{m} \epsilon\right)_{2} & =\zeta \otimes \mathcal{U}_{m}^{2}+\text { c.c. } \\
\Delta \epsilon_{1} & =\zeta \otimes \mathcal{S}_{1}+\text { c.c. } & \Delta \epsilon_{2} & =\zeta \otimes \mathcal{S}_{2}+\text { c.c. } \tag{B.1}
\end{align*}
$$

where $\mathcal{V}_{1,2}, \mathcal{U}_{m}^{1,2}$ and $\mathcal{S}_{1,2}$ are internal spinors parametrizing the supersymmetry breaking. Their explicit form in terms of $\eta_{1}$ and $\eta_{2}$ is

$$
\begin{aligned}
& \mathcal{V}_{1} \equiv \not \partial A \eta_{1}+\frac{1}{4} e^{\Phi} \gamma_{(6)} \not F \eta_{2}+e^{-A} w_{0} \eta_{1}^{*} \\
& \mathcal{V}_{2} \equiv \not \partial A \eta_{2}-\frac{1}{4} e^{\Phi} \gamma_{(6)} \not F^{\dagger} \eta_{1}+e^{-A} w_{0} \eta_{2}^{*} \\
& \mathcal{S}_{1} \equiv\left(\not \subset-\not \partial \Phi+2 \not \partial A+\frac{1}{4} \not / /\right) \eta_{1}+2 e^{-A} w_{0} \eta_{1}^{*} \\
& \mathcal{S}_{2} \equiv\left(\not \subset-\not \partial \Phi+2 \not \partial A-\frac{1}{4} \not H\right) \eta_{2}+2 e^{-A} w_{0} \eta_{2}^{*}
\end{aligned}
$$

$$
\begin{align*}
\mathcal{U}_{m}^{1} & \equiv\left(\nabla_{m}+\frac{1}{4} \not H_{m}\right) \eta_{1}+\frac{1}{8} e^{\Phi} \not F \gamma_{m} \gamma_{(6)} \eta_{2} \\
\mathcal{U}_{m}^{2} & \equiv\left(\nabla_{m}-\frac{1}{4} \not H_{m}\right) \eta_{2}-\frac{1}{8} e^{\Phi} \not^{\dagger} \gamma_{m} \gamma_{(6)} \eta_{1} \tag{B.2}
\end{align*}
$$

where we have allowed for a non-trivial $\mathrm{AdS}_{4}$ parameter $w_{0}$ for $X_{4}$. We choose the norm of the internal spinors $|a|^{2}=\eta_{1}^{\dagger} \eta_{1}=\eta_{2}^{\dagger} \eta_{2}$ to be related to the warp-factor by $\mathrm{d}|a|^{2}=|a|^{2} \mathrm{~d} A$ as in the supersymmetric case, which gives the following constraint

$$
\begin{equation*}
\operatorname{Re}\left(\eta_{1}^{\dagger} \mathcal{U}_{m}^{1}-\frac{1}{2} \eta_{2}^{\dagger} \gamma_{m} \mathcal{V}_{2}\right)=\operatorname{Re}\left(\eta_{2}^{\dagger} \mathcal{U}_{m}^{2}-\frac{1}{2} \eta_{1}^{\dagger} \gamma_{m} \mathcal{V}_{1}\right)=0 \tag{B.3}
\end{equation*}
$$

Let us now expand the spinorial supersymmetry parameters $\mathcal{U}_{m}^{1,2}, \mathcal{S}_{1,2}$ and $\mathcal{V}_{1,2}$ in terms of tensorial susy-breaking parameters in the following way

$$
\begin{align*}
\mathcal{V}_{1} & =r_{1} \eta_{1}^{*}+s_{m}^{1} \gamma^{m} \eta_{1} & \mathcal{V}_{2} & =r_{2} \eta_{2}^{*}+s_{m}^{2} \gamma^{m} \eta_{2} \\
\mathcal{S}_{1} & =t_{1} \eta_{1}^{*}+u_{m}^{1} \gamma^{m} \eta_{1} & \mathcal{S}_{2} & =t_{2} \eta_{2}^{*}+u_{m}^{2} \gamma^{m} \eta_{2} \\
\mathcal{U}_{m}^{1} & =p_{m}^{1} \eta_{1}+q_{m n}^{1} \gamma^{n} \eta_{1}^{*} & \mathcal{U}_{m}^{2} & =p_{m}^{2} \eta_{2}+q_{m n}^{2} \gamma^{n} \eta_{2}^{*}
\end{align*}
$$

Note that, because of (B.3), we must take $\operatorname{Re} p_{m}^{1}=\operatorname{Re} s_{m}^{2}, \operatorname{Re} p_{m}^{2}=\operatorname{Re} s_{m}^{1}$ and that by definition

$$
\begin{array}{lll}
\left(1-i J_{1}\right)^{k}{ }_{m} u_{k}^{1}=0 & \left(1-i J_{1}\right)^{k}{ }_{m} s_{k}^{1}=0 & \left(1+i J_{1}\right)^{k}{ }_{n} q_{m k}^{1}=0 \\
\left(1-i J_{2}\right)^{k}{ }_{m} u_{k}^{2}=0 & \left(1-i J_{2}\right)^{k}{ }_{m} s_{k}^{2}=0 & \left(1+i J_{2}\right)^{k}{ }_{n} q_{m k}^{2}=0 \tag{B.5}
\end{array}
$$

where the almost complex structures $J_{1,2}$ are defined as

$$
\begin{equation*}
\left(J_{1}\right)^{m}{ }_{n}=\frac{i}{|a|^{2}} \eta_{1}^{\dagger} \gamma^{m}{ }_{n} \eta_{1} \quad\left(J_{2}\right)^{m}{ }_{n}=\frac{i}{|a|^{2}} \eta_{2}^{\dagger} \gamma^{m}{ }_{n} \eta_{2} \tag{B.6}
\end{equation*}
$$

It is important to note that the new susy-breaking parameters $r_{1,2}, t_{1,2}, s_{m}^{1,2}, p_{m}^{1,2}, u_{m}^{1,2}, q_{m n}^{1,2}$ do not mix under T-duality. ${ }^{65}$

$$
\begin{align*}
& { }^{65} \text { Assuming an isometry along a coordinate } \phi \text { and applying the T-duality formulæ for spinors of 29, we } \\
& \text { find that the above susy-breaking parameters transform as follows under T-duality } \\
& \begin{array}{lll}
\tilde{r}_{1}=r_{1} & \tilde{r}_{2}=r_{2} & \tilde{t}_{1}=t_{1} \\
\tilde{t}_{2}=t_{2}
\end{array} \\
& \tilde{s}_{m}^{1}=\left(Q_{+}\right)^{n}{ }_{m} s_{n}^{1} \quad \tilde{s}_{m}^{2}=\left(Q_{-}\right)^{n}{ }_{m} s_{n}^{2} \\
& \tilde{u}_{m}^{1}=\left(Q_{+}\right)^{n}{ }_{m} u_{n}^{1} \quad \tilde{u}_{m}^{2}=\left(Q_{-}\right)^{n}{ }_{m} u_{n}^{2}  \tag{B.7}\\
& \tilde{p}_{m}^{1}=\left(Q_{+}\right)^{n}{ }_{m} p_{n}^{1} \quad \tilde{p}_{m}^{2}=\left(Q_{-}\right)^{n}{ }_{m} p_{n}^{2} \\
& \tilde{q}_{m n}^{1}=\left(Q_{-}\right)^{k}{ }_{m}\left(Q_{+}\right)^{l}{ }_{n} q_{k, l}^{1} \quad \quad \tilde{q}_{m n}^{2}=\left(Q_{+}\right)^{k}{ }_{m}\left(Q_{-}\right)^{l}{ }_{n} q_{k, l}^{2}
\end{align*}
$$

where the tildes are used for the T-transformed quantities and

$$
Q_{+}=\left(\begin{array}{cc}
g_{\phi \phi}^{-1} & -g_{\phi \phi}^{-1}(g+B)_{\phi \hat{m}}  \tag{B.8}\\
0 & \mathbb{1}_{5}
\end{array}\right) \quad Q_{-}=\left(\begin{array}{cc}
-g_{\phi \phi}^{-1}-g_{\phi \phi}^{-1}(g-B)_{\phi \hat{m}} \\
0 & \mathbb{1}_{5}
\end{array}\right)
$$

with $y^{\hat{m}} \neq \phi$.

Then, we have the $\operatorname{SO}(6,6)$ spinorial identities

$$
\begin{align*}
e^{-2 A+\Phi} \mathrm{d}_{H}\left(e^{2 A-\Phi} \Psi_{1}\right)+2 \mathrm{~d} A \wedge \operatorname{Re} \Psi_{1}-e^{\Phi} \tilde{*}_{6} F-3(-)^{\left|\Psi_{2}\right|} e^{-A} \operatorname{Re}\left(\bar{w}_{0} \Psi_{2}\right) & =\Upsilon \\
e^{-3 A+\Phi} \mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)-2 i(-)^{\left|\Psi_{2}\right|} w_{0} e^{-A} \operatorname{Im} \Psi_{1} & =\Xi \tag{B.9}
\end{align*}
$$

where the polyforms $\Upsilon$ and $\Xi$ are given by

$$
\begin{align*}
\Upsilon= & \frac{1}{2}(-)^{\left|\Psi_{1}\right|}\left(r_{1}^{*}+t_{2}^{*}\right) \Psi_{2}+\frac{1}{2}(-)^{\left|\Psi_{1}\right|}\left(r_{2}+t_{1}\right) \Psi_{2}^{*}+\frac{1}{2}\left(s_{m}^{1}\right)^{*} \gamma^{m} \Psi_{1}^{*}+\frac{1}{2}(-)^{\left|\Psi_{1}\right|} s_{m}^{2} \Psi_{1}^{*} \gamma^{m} \\
& +\frac{1}{2}\left[u_{m}^{1}+\left(p_{m}^{2}\right)^{*}\right] \gamma^{m} \Psi_{1}+\frac{1}{2}(-)^{\left|\Psi_{1}\right|}\left[\left(u_{m}^{2}\right)^{*}+p_{m}^{1}\right] \Psi_{1} \gamma^{m} \\
& +\frac{1}{2}\left(q_{m n}^{2}\right)^{*} \gamma^{m} \Psi_{2} \gamma^{n}-\frac{1}{2} q_{m n}^{1} \gamma^{n} \Psi_{2}^{*} \gamma^{m} \\
\Xi= & \frac{1}{2}(-)^{\left|\Psi_{1}\right|} t_{2} \Psi_{1}-\frac{1}{2}(-)^{\left|\Psi_{1}\right|} t_{1} \Psi_{1}^{*}+\frac{1}{2}\left(u_{m}^{1}+p_{m}^{2}\right) \gamma^{m} \Psi_{2}+\frac{1}{2}(-)^{\left|\Psi_{2}\right|}\left(u_{m}^{2}+p_{m}^{1}\right) \Psi_{2} \gamma^{m} \\
& +\frac{1}{2} q_{m n}^{1} \gamma^{n} \Psi_{1}^{*} \gamma^{m}-\frac{1}{2} q_{m n}^{2} \gamma^{m} \Psi_{1} \gamma^{n} \tag{B.10}
\end{align*}
$$

and where we are following the usual notation where the action of $\gamma_{m}$ on a form $\omega$ from the left and the right stands for

$$
\begin{equation*}
\gamma_{m} \omega=\left(\iota_{m}+g_{m n} \mathrm{~d} y^{n} \wedge\right) \omega \quad \text { and } \quad \omega \gamma_{m}=(-)^{|\omega|+1}\left(\iota_{m}-g_{m n} \mathrm{~d} y^{n} \wedge\right) \omega \tag{B.11}
\end{equation*}
$$

respectively.
Note that each of the polyforms in the expansion of $\Upsilon$ and of $\Xi$ belong to a different element of the so-called pure Hodge diamond (see e.g. 18]), and as such are independent elements in the space of polyforms. As a consequence, requiring that $\Upsilon=0$ is equivalent to asking that all the coefficients of its expansion (B.10) vanish and the same applies to $\Xi$. With this observation, one can easily check that $\Upsilon=\Xi=0$ is equivalent to the vanishing of all the susy-breaking parameters in ( B.4), and hence to having a supersymmetric vacuum. This fact was first proved in [18] (see also [76] for a more detailed derivation), so the above observation is an alternative, although rather elegant derivation of the same result. On the other hand, when dealing with $\mathcal{N}=0$ vacua we may only impose one of the two conditions, say $\Upsilon=0$, and so the above formalism becomes essential. In order to illustrate how the computations proceed in such cases, let us focus on the backgrounds of main interest in this paper.

## B. 1 Pure DWSB Minkowski backgrounds

Let us consider the particular case of compactifications to flat space $\left(w_{0}=0\right)$ of pure DWSB backgrounds. That is, as in section 3 we will impose both eqs. (2.20a) and (2.20b) or, equivalently, (2.24). The background need thus only satisfy $\Upsilon \equiv 0$, and this is equivalent to imposing the following relations between the susy-breaking parameters appearing in (B.4)

$$
\begin{align*}
t_{1} & =-r_{2} & t_{2} & =-r_{1}, \\
u_{m}^{1} & =-\frac{1}{2}\left(1+i J_{1}\right)^{k}{ }_{m}\left(p_{k}^{2}\right)^{*} & u_{m}^{2} & =-\frac{1}{2}\left(1+i J_{2}\right)^{k}{ }_{m}\left(p_{k}^{1}\right)^{*}, \\
s_{m}^{1} & =0 & s_{m}^{2} & =0, \\
\left(1-i J_{2}\right)^{k}{ }_{m} q_{k n}^{1} & =0 & \left(1-i J_{1}\right)^{k}{ }_{m} q_{k n}^{2} & =0 . \tag{B.12}
\end{align*}
$$

Once we impose these restrictions, the original fermionic susy-breaking parameters $\mathcal{V}_{1,2}, \mathcal{S}_{1,2}$ and $\mathcal{U}_{m}^{1,2}$ take the form

$$
\begin{align*}
\mathcal{V}_{1} & =r_{1} \eta_{1}^{*} & \mathcal{V}_{2} & =r_{2} \eta_{2}^{*} \\
\mathcal{S}_{1} & =-r_{2} \eta_{1}^{*}-\left(p_{m}^{2}\right)^{*} \gamma^{m} \eta_{1} & \mathcal{S}_{2} & =-r_{1} \eta_{2}^{*}-\left(p_{m}^{1}\right)^{*} \gamma^{m} \eta_{2} \\
\mathcal{U}_{m}^{1} & =p_{m}^{1} \eta_{1}+q_{m n}^{1} \gamma^{n} \eta_{1}^{*} & \mathcal{U}_{m}^{2} & =p_{m}^{2} \eta_{2}+q_{m n}^{2} \gamma^{n} \eta_{2}^{*} \tag{B.13}
\end{align*}
$$

and the susy-breaking equation (2.25) reads

$$
\begin{align*}
e^{-3 A+\Phi} \mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)= & -\frac{1}{2}(-)^{\left|\Psi_{1}\right|}\left(r_{1} \Psi_{1}-r_{2} \Psi_{1}^{*}\right)+\frac{1}{2} q_{m n}^{1} \gamma^{n} \Psi_{1}^{*} \gamma^{m}-\frac{1}{2} q_{m n}^{2} \gamma^{m} \Psi_{1} \gamma^{n} \\
& +\left(p^{1}+p^{2}\right)_{m} \mathrm{~d} y^{m} \wedge \Psi_{2}+\left(p^{2}-p^{1}\right)^{m} \iota_{m} \Psi_{2} . \tag{B.14}
\end{align*}
$$

Moreover, since $\mathrm{d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)=0$ and $\left\langle\operatorname{Im} \Psi_{1}, \Psi_{2}\right\rangle_{5}=0$, by consistency we have

$$
\begin{align*}
\frac{1}{2}(-)^{\left|\Psi_{1}\right|}\left(r_{1}-r_{2}\right)\left\langle e^{2 A-\Phi} \operatorname{Im} \Psi_{1}, e^{3 A-\Phi} \operatorname{Re} \Psi_{1}\right\rangle & =-\left\langle e^{2 A-\Phi} \operatorname{Im} \Psi_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle \quad(\mathrm{B}  \tag{B.15}\\
& =-\left\langle\mathrm{d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right), e^{3 A-\Phi} \Psi_{2}\right\rangle=0
\end{align*}
$$

and thus

$$
\begin{equation*}
r_{1}=r_{2} \equiv r \tag{B.16}
\end{equation*}
$$

To summarize, the DWSB compactifications to flat space considered in the main text are characterized by the SUSY-breaking fermionic parameters

$$
\begin{align*}
\mathcal{V}_{1} & =r \eta_{1}^{*} & \mathcal{V}_{2} & =r \eta_{2}^{*} \\
\mathcal{S}_{1} & =-r \eta_{1}^{*}+p_{m}^{2} \gamma^{m} \eta_{1} & \mathcal{S}_{2} & =-r \eta_{2}^{*}+p_{m}^{1} \gamma^{m} \eta_{2} \\
\mathcal{U}_{m}^{1} & =p_{m}^{1} \eta_{1}+q_{m n}^{1} \gamma^{n} \eta_{1}^{*} & \mathcal{U}_{m}^{2} & =p_{m}^{2} \eta_{2}+q_{m n}^{2} \gamma^{n} \eta_{2}^{*}
\end{align*}
$$

with the following extra constraints

$$
\begin{align*}
\operatorname{Re} p_{m}^{1} & =0=\operatorname{Re} p_{m}^{2} \\
\left(1+i J_{1}\right)^{k}{ }_{n} q_{m k}^{1} & =0=\left(1-i J_{2}\right)^{k}{ }_{m} q_{k n}^{1} \\
\left(1+i J_{2}\right)^{k}{ }_{n} q_{m k}^{2} & =0 \tag{B.18}
\end{align*}=\left(1-i J_{1}\right)^{k}{ }_{m} q_{k n}^{2}{ }^{2} .
$$

as claimed in section 3. From (B.7), this subset of vacua is closed under T-duality.

## C. The scalar curvature from pure spinors

In this section we present a formula that expresses the combination $\mathcal{R}-H^{2} / 2$ of the six-dimensional scalar curvature $\mathcal{R}$ and the $H$-field in terms of the internal pure spinors, extending the one given in eq. (4.20) of [33] to cases where the restrictions imposed in that paper - see eq. (4.19) therein - are not valid and the warp factor can be non-trivial. Our formula is practically contained in the derivation presented in that paper, although it needs to be adapted to our setting and completed with some further steps. ${ }^{66}$

[^47]Indeed, going through the derivation in [33], we obtain the following very general equation

$$
\begin{align*}
\mathcal{R}-\frac{1}{2} H^{2}= & -\frac{1}{2} f^{-2}\left\{\frac{\left\langle\tilde{*}_{6} \mathrm{~d}_{H}\left(f \Psi_{1}\right), \mathrm{d}_{H}\left(f \bar{\Psi}_{1}\right)\right\rangle}{\mathrm{dVol}}+\frac{\left\langle\tilde{*}_{6} \mathrm{~d}_{H}\left(f \Psi_{2}\right), \mathrm{d}_{H}\left(f \bar{\Psi}_{2}\right)\right\rangle}{\mathrm{dVol}_{6}}\right\} \\
& +\frac{1}{4}\left\{\left|\frac{\left\langle\Psi_{1}, \mathrm{~d}_{H} \Psi_{2}\right\rangle}{\mathrm{dVol}_{6}}\right|^{2}+\left|\frac{\left\langle\bar{\Psi}_{1}, \mathrm{~d}_{H} \Psi_{2}\right\rangle}{\mathrm{dVol}_{6}}\right|^{2}\right\} \\
& +4\left(\mathrm{~d} \Phi-\frac{5}{2} \mathrm{~d} A+\frac{1}{2} \mathrm{~d} \log f+u_{\mathrm{R}}^{1}\right)^{2}+4\left(\mathrm{~d} \Phi-\frac{5}{2} \mathrm{~d} A+\frac{1}{2} \mathrm{~d} \log f+u_{\mathrm{R}}^{2}\right)^{2} \\
& -4 \nabla^{2}\left(\Phi-\frac{5}{2} A+\frac{1}{2} \log f\right)-2 \nabla^{m}\left(u_{\mathrm{R}}^{1}+u_{\mathrm{R}}^{2}\right)_{m}+2 f^{-1} \nabla^{2} f \tag{C.1}
\end{align*}
$$

where $f$ is an arbitrary positive definite real function and $u_{\mathrm{R}}^{1,2}:=u^{1,2}+u^{* 1,2}=\left(u_{m}^{1,2}+\right.$ $\left.u_{m}^{* 1,2}\right) \mathrm{d} y^{m}$ are the real extension of SUSY-breaking one-forms introduced in (B.4) - note that $u_{\mathrm{R}}^{1,2}$ and $u^{1,2}$ contain the same amount of information. One can express $u^{1,2}$ in terms of the pure spinors as follows

$$
\begin{align*}
u_{m}^{1} & =\frac{i\left\langle\gamma_{m} \bar{\Psi}_{1}, \mathrm{~d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)\right\rangle}{e^{2 A-\Phi}\left\langle\Psi_{1}, \bar{\Psi}_{1}\right\rangle}+\frac{\left\langle\gamma_{m} \bar{\Psi}_{2}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle}{2 e^{3 A-\Phi}\left\langle\Psi_{2}, \bar{\Psi}_{2}\right\rangle} \\
u_{m}^{2} & =\frac{i(-)^{\left|\Psi_{2}\right|}\left\langle\Psi_{1} \gamma_{m}, \mathrm{~d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)\right\rangle}{e^{2 A-\Phi}\left\langle\Psi_{1}, \bar{\Psi}_{1}\right\rangle}+\frac{(-)^{\left|\Psi_{1}\right|}\left\langle\bar{\Psi}_{2} \gamma_{m}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right\rangle\right.}{2 e^{3 A-\Phi}\left\langle\Psi_{2}, \bar{\Psi}_{2}\right\rangle} \tag{C.2}
\end{align*}
$$

For example, the sub-case considered in 33] corresponds to the choice $A=0$ and $f=e^{-\Phi}$ and to imposing the conditions given in eq. (4.19) of that paper, that in this case are equivalent to the conditions $u^{1}=u^{2}=0$.

On the other hand, for the purposes of this paper, the most convenient choice is $f=e^{3 A-\Phi}$. In this case, equation (C.1) can be written in the form

$$
\begin{align*}
\mathcal{R}-\frac{1}{2} H^{2}= & -\frac{1}{2} e^{2 \Phi-8 A} \frac{\left\langle\tilde{*}_{6} \mathrm{~d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right), \mathrm{d}_{H}\left(e^{4 A-\Phi} \operatorname{Re} \Psi_{1}\right)\right\rangle}{\mathrm{dVol}_{6}} \\
& -\frac{1}{2} e^{2 \Phi-4 A} \frac{\left\langle\tilde{*}_{6} \mathrm{~d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right), \mathrm{d}_{H}\left(e^{2 A-\Phi} \operatorname{Im} \Psi_{1}\right)\right\rangle}{\mathrm{dVol}_{6}} \\
& -\frac{1}{2} e^{2 \Phi-6 A} \frac{\left\langle\tilde{*}_{6} \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right), \mathrm{d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle}{\mathrm{dVol}_{6}} \\
& +\frac{1}{4} e^{2 \Phi-6 A}\left\{\left|\frac{\left\langle\Psi_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle}{\mathrm{dVol}}\right|^{2}+\left|\frac{\left\langle\bar{\Psi}_{1}, \mathrm{~d}_{H}\left(e^{3 A-\Phi} \Psi_{2}\right)\right\rangle}{\mathrm{dVol}_{6}}\right|^{2}\right\} \\
& +22(\mathrm{~d} A)^{2}+4(\mathrm{~d} \Phi)^{2}-20 \mathrm{~d} A \cdot \mathrm{~d} \Phi+10 \nabla^{2} A-4 \nabla^{2} \Phi \\
& +4(\mathrm{~d} \Phi-2 \mathrm{~d} A) \cdot\left(u_{\mathrm{R}}^{1}+u_{\mathrm{R}}^{2}\right)-2 \nabla^{m}\left(u_{\mathrm{R}}^{1}+u_{\mathrm{R}}^{2}\right)_{m}+4\left[\left(u_{\mathrm{R}}^{1}\right)^{2}+\left(u_{\mathrm{R}}^{2}\right)^{2}\right] \tag{C.3}
\end{align*}
$$

## D. Comments on non-geometric backgrounds

The analysis presented in this paper is mainly local and does not explicitly involve the global structure of the background. Thus, we could apply it to non-geometric compactifications, where local patches of the internal space are related by elements of the extended T-duality group $O(6,6 ; \mathbb{Z})$ (for a review, see e.g. [77]). Generalized geometry provides a natural framework to discuss these kinds of configurations. For example, if all the fields (pure
spinors included) are invariant under $n \mathrm{U}(1)$ symmetries, the conditions we have obtained are naturally covariant under the associated $O(n, n ; \mathbb{Z})$ T-duality group. This is better described in the twisted picture, where we consider the pure spinors

$$
\begin{equation*}
\Psi_{1,2}^{\mathrm{tw}}=\Psi_{1,2} \wedge e^{B} \tag{D.1}
\end{equation*}
$$

instead of $\Psi_{1,2}$, and all the twisted differentials $d_{H}$ are substituted by the ordinary exterior derivative d. $\Psi_{1,2}^{\mathrm{tw}}$ contain the full information about metric and $B$-field and transform as spinors under the $O(6,6 ; \mathbb{R})$ structure group of the extension bundle $E$ defined by

$$
\begin{equation*}
T_{\mathcal{M}_{6}}^{*} \rightarrow E \rightarrow T_{\mathcal{M}_{6}} \tag{D.2}
\end{equation*}
$$

where the transition functions are given by $B$-field gauge transformations 78]. Now, the key point is that, under T-duality, $e^{-\Phi} \Psi_{1,2}^{\mathrm{tw}}$ transform as follows:

$$
\begin{equation*}
e^{-\Phi} \Psi_{1,2}^{\mathrm{tw}} \rightarrow e^{-\tilde{\Phi}} \tilde{\Psi}_{1,2}^{\mathrm{tw}}=\mathcal{O} \cdot\left(e^{-\Phi} \Psi_{1,2}^{\mathrm{tw}}\right) \tag{D.3}
\end{equation*}
$$

where $\mathcal{O}$. is exactly the spinorial representation of the element $\mathcal{O}$ of $O(n, n ; \mathbb{Z})$ seen as a subgroup of the local structure group $O(6,6 ; \mathbb{R})$ and the overall dilaton factor takes care of the normalization of the pure spinors, see e.g. 79, 76, 41, 80. This can be seen also from (B.9)-(B.10). Indeed, it is known that twisted RR-fields transform as $O(n, n ; \mathbb{Z})$ spinors 81]) and since the transformation (anti-)commutes (if type II changes) with the ordinary exterior derivative [29, we see that $e^{-\Phi} \Psi_{1,2}^{\mathrm{tw}}$ must transform as $F^{\mathrm{tw}}$, up to an overall different sign if the type II theory changes.

Thus, T-duality maps DWSB vacua to DWSB vacua and in particular the associated twisted smeared currents $\tilde{\jmath}_{(\Pi, R)}^{\mathrm{tw}}:=e^{B} \wedge \tilde{\jmath}_{(\Pi, R)}$ transform as $F^{\mathrm{tw}} .{ }^{67}$ Equivalently, the transformation of $\Lambda$ under T-duality can be described by using the matrices $Q_{+}$and $Q_{-}$ that enter the two possible transformations of the vielbein $e_{m}^{a} \rightarrow\left(\tilde{e}_{ \pm}^{a}\right)_{m}=e_{n}^{a}\left(Q_{ \pm}\right)^{n}{ }_{m}$, defined in [29] ${ }^{68}$ - in the case of a single T-duality, $Q_{ \pm}$are given in (B.8). Then, $\Lambda$ transforms as follows

$$
\begin{equation*}
\Lambda \quad \rightarrow \quad \tilde{\Lambda}=Q_{+}^{-1} \Lambda Q_{-} \tag{D.4}
\end{equation*}
$$

This, together with the fact that the warp-factor $e^{A}$ and the susy-breaking parameter $r$ are invariant under T-duality, completes the description of the gluing rules that must be used to patch together the local conditions $(2.20)$ and (3.7)-(3.16) in a globally non-geometric configuration.

A standard way to obtain non-geometric vacua is by T-dualizing a geometric vacuum with non-trivial $H$-flux. For example, one can start from the simple non-supersymmetric GKP vacuum of subsection 7.4 and T-dualize it along the 2 -torus $Q_{2}$ spanned by $y^{5}, y^{6}$. In fact, this gives a concrete warped non-supersymmetric realization of the usual toy model obtained by a double T-duality on a flat 3 -torus with constant $H$-flux. For example, using

[^48]natural units of $2 \pi \sqrt{\alpha^{\prime}}$ and setting $R_{i}=\operatorname{Im} \lambda_{i}=1$ in the GKP vacuum of subsection 7.4 for simplicity, the T-dual NS fields are given by
\[

$$
\begin{align*}
\mathrm{d} s^{2} & =e^{2 A} \mathrm{~d} s_{X_{4}}^{2}+e^{-2 A}\left(\mathrm{~d} s_{\mathbf{T}^{4}}^{2}+\mathrm{d} s_{Q_{2}}^{2}\right) & & \\
d s_{Q_{2}}^{2} & =g_{s}^{-1} e^{2 \Phi}\left[\left(\mathrm{~d} y^{5}\right)^{2}+\left(\mathrm{d} y^{6}\right)^{2}\right] & \mathrm{d} s_{\mathbf{T}^{4}}^{2} & =\sum_{m=1}^{4}\left(\mathrm{~d} y^{m}\right)^{2} \\
B & =-g_{s}^{-1} e^{2 \Phi} N_{\mathrm{NS}} y^{4} \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6} & e^{\Phi} & =\frac{g_{s}}{\sqrt{e^{-4 A}+\left(N_{\mathrm{NS}} y^{4}\right)^{2}}} \tag{D.5}
\end{align*}
$$
\]

The generalized geometry description of the corresponding toy-model has been discussed e.g. in 82] and applies to our non-supersymmetric vacuum too. The key point is that in the T-dual GKP vacuum the $B$-field can be written as $B_{\mathrm{GKP}}=N_{\mathrm{NS}} y^{4} \mathrm{~d} y^{5} \wedge \mathrm{~d} y^{6}$ and thus has monodromy $B_{\mathrm{GKP}} \rightarrow B_{\mathrm{GKP}}+N_{\mathrm{NS}} \mathrm{d} y^{5} \wedge \mathrm{~d} y^{6}$ under $y^{4} \rightarrow y^{4}+1$. This transformation can be see as an element of the extended T-duality group $O(2,2 ; \mathbb{Z})$ along $Q_{2}$ and in spin representation it acts on the GKP twisted polyforms as $\mathcal{O}_{b}=e^{b} \wedge$, with $b=N_{\mathrm{NS}} \mathrm{d} y^{5} \wedge \mathrm{~d} y^{6}$. Now, all the twisted polyforms of the T-dual non-geometric vacuum i.e. $e^{-\Phi} \Psi_{1,2}^{\mathrm{tw}}, F^{\mathrm{tw}}$ and $\tilde{\jmath}_{(\Pi, R)}^{\mathrm{tw}}$ - are related to the GKP ones by a T-duality operator $\mathcal{O}_{Q_{2}}$. Thus the monodromy in the non-geometric background is given by $\mathcal{O}_{Q_{2}} \mathcal{O}_{b} \mathcal{O}_{Q_{2}}^{-1}$ that turns out to be exactly a beta-transformation $\mathcal{O}_{\beta}$ of the kind discussed in subsection 6.3, with $\beta=N_{\text {NS }} \partial_{y^{5}} \wedge \partial_{y^{6}}$ 82]. Note that, since $\tilde{\jmath}_{\mathrm{GKP}}^{\mathrm{tw}} \sim \mathrm{d} y^{1} \wedge \ldots \wedge \mathrm{~d} y^{6}$ then $\tilde{\jmath}_{(\Pi, R)}^{\mathrm{tw}} \sim \mathrm{d} y^{1} \wedge \ldots \wedge \mathrm{~d} y^{4}$ and thus $\tilde{\jmath}_{(\Pi, R)} \sim e^{-B} \wedge \mathrm{~d} y^{1} \wedge \ldots \wedge \mathrm{~d} y^{4}$. Comparing with (3.16) we see that we can identify $(\Pi, R)$ with $\left(Q_{2}, B\right)$. Thus, this non-geometric vacuum gives another example of 'magnetized' DWSB. Furthermore, note that the monodromy operator $\mathcal{O}_{\beta}$ acts trivially on $\tilde{j}_{(\Pi, R)}^{\mathrm{tw}}$ and thus affects $(\Pi, R)=\left(Q_{2}, B\right)$ only through the transformation of $B$. Finally, the same arguments can be applied to deduce that D3-branes and O3-planes are mapped to D5-branes and O5-planes in the non-geometric vacuum, with $\mathcal{F}=\left.B\right|_{\text {sources }}=0$.

## E. 10d integrability

In this section we give some further details on the derivation of the integrability conditions of section (11. From the definitions (11.1) and (A.16) it follows that: ${ }^{69}$

$$
\begin{align*}
\left(\mathcal{D}_{[N} X_{M]}\right)^{1}= & \left(\frac{1}{8} R_{N M A B} \Gamma^{A B}+\frac{1}{4} \nabla_{[N}\left(\underline{\left.\iota_{M]} H\right)}+\frac{1}{16} \underline{\iota_{[N} H \cdot \underline{\iota_{M]}} H}+\frac{1}{256} e^{2 \Phi} \underline{F} \cdot \Gamma_{[N} \cdot \sigma \underline{\sigma(F)} \cdot \Gamma_{M]}\right) \epsilon_{1}\right. \\
& -\left(\frac{1}{16} \nabla_{[N}\left(e^{\Phi} \underline{F}\right) \cdot \Gamma_{M]}-\frac{1}{64} e^{\Phi} \underline{F} \cdot \Gamma_{[N} \cdot \underline{\iota_{M]}} H+\frac{1}{64} e^{\Phi} \underline{\iota_{[N} H} \underline{F} \cdot \Gamma_{M]}\right) \epsilon_{2} \tag{E.1}
\end{align*}
$$

and

$$
\begin{aligned}
\left(\nabla_{N}+\frac{1}{4} \underline{\iota_{N} H}\right) Y^{1}= & \left(\nabla_{N} \not \partial \Phi+\frac{1}{2} \nabla_{N} \underline{H}+\frac{1}{4}\left[\underline{\iota_{N} H}, \partial \Phi\right]+\frac{1}{8}\left[\underline{\iota_{N} H}, \underline{H}\right]\right. \\
& \left.-\frac{1}{16} \Gamma^{K} \cdot \nabla_{N}\left(e^{\Phi} \underline{F}\right) \cdot \Gamma_{K}-\frac{1}{256} e^{2 \Phi} \Gamma^{K} \cdot \underline{F} \cdot \Gamma_{K} \cdot \underline{\sigma(F)} \cdot \Gamma_{N}\right) \epsilon_{1}
\end{aligned}
$$

[^49]\[

$$
\begin{gather*}
+\frac{1}{16}\left(e^{\Phi} \not \partial \Phi \cdot \underline{F} \cdot \Gamma_{N}-\Gamma^{K} \cdot \nabla_{N}\left(e^{\Phi} \underline{F}\right) \cdot \Gamma_{K}+\frac{1}{2} e^{\Phi} \underline{H} \cdot \underline{F} \cdot \Gamma_{N}\right. \\
\left.-\frac{1}{4} e^{\Phi}\left\{\underline{\iota_{N} H}, \Gamma^{K} \cdot \underline{F} \cdot \Gamma_{K}\right\}\right) \epsilon_{2}+\left(\mathcal{O} \cdot X_{N}\right)^{1} \tag{E.2}
\end{gather*}
$$
\]

Taking the above into account we are now ready to compute the left-hand side of eq. (11.49), by straightforwardly expanding all gamma-matrix products ${ }^{70}$ on the right-hand sides of eqs. (E.1), (E.2). We break down the computation to the following parts.
Terms proportional to $\epsilon_{1}$. These are of the form:

$$
\begin{align*}
& -\frac{1}{4}\left\{R_{N K}+2 \nabla_{N} \partial_{K} \Phi-\frac{1}{2} \iota_{N} H \cdot \iota_{K} H-\frac{1}{2} \delta H_{N K}-\frac{1}{2}\left(F_{N P} F_{K}^{P}+\frac{1}{3!} F_{N P Q R} F_{K}^{P Q R}\right)\right. \\
& \left.\quad+\frac{1}{4} g_{N K}\left(F^{2}+\frac{1}{2!} F_{M P} F^{M P}+\frac{1}{4!} F_{M P Q R} F^{M P Q R}\right)\right\} \Gamma^{K} \epsilon_{1}-\frac{1}{12} \nabla_{[K} H_{L M N]} \Gamma^{L M N} \epsilon_{1} \tag{E.3}
\end{align*}
$$

where

$$
\begin{align*}
\delta H_{N K}:=e^{2 \Phi}[ & \nabla^{L}\left(e^{-2 \Phi} H_{L N K}\right)+F_{N K} F+\frac{1}{2} F_{N K L M} F^{L M} \\
& \left.+\frac{1}{2(4!)^{2}} \varepsilon_{N K M_{1} \ldots M_{8}} F^{M_{1} \ldots M_{4}} F^{M_{5} \ldots M_{8}}\right] \tag{E.4}
\end{align*}
$$

can be recognized as the component form of eq. (11.3). In deriving (E.3) we have imposed the self-duality condition on the RR fields as well as the Hodge-duality relation on the gamma-matrices:

$$
\begin{equation*}
\Gamma^{(n)}=(-)^{\frac{1}{2} n(n-1)} *_{10} \Gamma^{(10-n)} \Gamma_{(10)} \tag{E.5}
\end{equation*}
$$

where we recall that $\Gamma_{(10)}$ is the chirality matrix in ten dimensions. To compare with eq. (11.4a) note that the self-duality condition implies:

$$
\begin{equation*}
\iota_{M} F_{(10-n)} \cdot \iota_{N} F_{(10-n)}=\iota_{M} F_{(n)} \cdot \iota_{N} F_{(n)}-g_{M N} F_{(n)} \cdot F_{(n)} \tag{E.6}
\end{equation*}
$$

from which it then follows that (for both IIA/IIB):

$$
\begin{align*}
-\frac{1}{4} \iota_{M} F \cdot \iota_{N} F+\frac{1}{8} g_{M N} F \cdot F= & \sum_{n<5}\left(-\frac{1}{2} \iota_{M} F_{(n)} \cdot \iota_{N} F_{(n)}+\frac{1}{4} g_{M N} F_{(n)} \cdot F_{(n)}\right) \\
& -\frac{1}{4} \iota_{M} F_{(5)} \cdot \iota_{N} F_{(5)} \tag{E.7}
\end{align*}
$$

We can now see that the terms in (E.3) exactly reproduce the terms proportional to $\epsilon_{1}$ in eq. (11.4a), where we must also note that

$$
\begin{equation*}
(\mathrm{d} H)_{M N K L}=4 \nabla_{[M} H_{N K L]} \tag{E.8}
\end{equation*}
$$

[^50]Terms proportional to $\epsilon_{2}$. These can be assembled in the form given in eq. (11.4a), by using the following identities:

$$
\left.\begin{array}{l}
\frac{1}{6!} \Gamma^{M_{1} \ldots M_{6}}\left(\mathrm{~d}_{H} F\right)_{N M_{1} \ldots M_{6}}=-\frac{1}{6} \Gamma_{N} N^{M P Q} \nabla^{L} F_{L M P Q}+\frac{7}{144} \Gamma^{M_{1} \ldots M_{6}} H_{\left[N M_{1} M_{2}\right.} F_{\left.M_{3} \ldots M_{6}\right]} \\
\frac{1}{7!} \Gamma_{N}^{M_{1} \ldots M_{7}}\left(\mathrm{~d}_{H} F\right)_{M_{1} \ldots M_{7}}=-\frac{1}{2} \Gamma^{M P} \nabla^{L} F_{L N M P}+\frac{1}{144} \Gamma_{N} N_{1} \ldots M_{7} \tag{E.9}
\end{array} H_{\left[M_{1} \ldots M_{3}\right.} F_{\left.M_{4} \ldots M_{7}\right]}\right]
$$

and

$$
\begin{align*}
& \frac{1}{8!} \Gamma^{M_{1} \ldots M_{8}}\left(\mathrm{~d}_{H} F\right)_{N M_{1} \ldots M_{8}}=-\Gamma_{N}{ }^{M} \nabla^{L} F_{L M}+\frac{1}{6} \Gamma_{N}{ }^{M} H^{P Q R} F_{P Q R M} \\
& \frac{1}{9!} \Gamma_{N}{ }^{M_{1} \ldots \mathcal{M}_{9}}\left(\mathrm{~d}_{H} F\right)_{M_{1} \ldots \mathcal{M}_{9}}=-\nabla^{L} F_{L N}+\frac{1}{6} H^{P Q R} F_{P Q R N} \tag{E.10}
\end{align*}
$$

where in components we have:

$$
\begin{equation*}
\left(\mathrm{d}_{H} F\right)_{M_{1} \ldots M_{n}}=n \nabla_{\left[M_{1}\right.} F_{\left.M_{2} \ldots M_{n}\right]}+\frac{n!}{3!(n-3)!} H_{\left[M_{1} \ldots M_{3}\right.} F_{\left.M_{4} \ldots M_{n}\right]} \tag{E.11}
\end{equation*}
$$

These identities can be shown by use of the self-duality of the RR fields as well as the Hodge-duality relation (E.5).

The easiest way to derive eq. ( 11.4 b ) is to observe that the left-hand side of that equation can be obtained from the left-hand side of eq. (11.4a), upon substituting: $\epsilon_{1} \leftrightarrow \epsilon_{2}$, $H \leftrightarrow-H$ and $F \leftrightarrow \pm \sigma(F)$, for IIA/IIB.

Equations (11.4c), (11.4d) can be shown by similar manipulations. The proof amounts to expanding all products of gamma-matrices on the left-hand side, taking the following identities into account:

$$
\begin{equation*}
\Gamma^{M N} \Gamma^{P Q} R_{M N, P Q}=-2 R \tag{E.12}
\end{equation*}
$$

which can be shown by expanding the products of gamma-matrices and taking the Bianchi identities of the Riemann tensor into account, and:

$$
\begin{align*}
& \frac{1}{7!} \Gamma^{M_{1} \ldots M_{7}}\left(\mathrm{~d}_{H} F\right)_{M_{1} \ldots M_{7}}=-\frac{1}{6} \Gamma^{N M P} \nabla^{L} F_{L N M P}+\frac{1}{144} \Gamma^{M_{1} \ldots M_{7}} H_{\left[M_{1} \ldots M_{3}\right.} F_{\left.M_{4} \ldots M_{7}\right]} \\
& \frac{1}{9!} \Gamma^{M_{1} \ldots \mathcal{M}_{9}}\left(\mathrm{~d}_{H} F\right)_{M_{1} \ldots \mathcal{M}_{9}}=\left(-\nabla^{L} F_{L N}+\frac{1}{6} H^{P Q R} F_{P Q R N}\right) \Gamma^{N} \tag{E.13}
\end{align*}
$$

which can be shown by contracting (E.9), (E.10) with $\Gamma^{N}$.
To treat the sources, let us first note the following gamma-matrix identities:

$$
\begin{align*}
\gamma_{(m} \cdot \underline{j^{(p)}} \cdot \gamma_{n)} & =\frac{(-)^{p}}{p!}\left\{g_{m n} \gamma^{q_{1} \ldots q_{p}} j_{q_{1} \ldots q_{p}}-2 p \gamma_{(m}{ }^{q_{1} \ldots q_{p-1}} j_{n) q_{1} \ldots q_{p-1}}\right\}  \tag{E.14}\\
\gamma_{[m} \cdot \underline{j^{(p)}} \cdot \gamma_{n]} & =\frac{(-)^{p}}{p!}\left\{\gamma_{m n} q^{q_{1} \ldots q_{p}} j_{q_{1} \ldots q_{p}}+p(p-1) \gamma^{q_{1} \ldots q_{p-2}} j_{m n q_{1} \ldots q_{p-2}}\right\} \tag{E.15}
\end{align*}
$$

where $\underline{j}^{(p)}:=1 / p!\gamma^{q_{1} \ldots q_{p}} j_{q_{1} \ldots q_{p}}$. Using the definition of the calibration $\omega$ given in eq. (11.12) as well as the nine-dimensional gamma-matrix Hodge duality

$$
\begin{equation*}
\gamma^{(p)}=-(-)^{\frac{1}{2} p(p-1)} *_{9} \gamma^{(9-p)} \tag{E.16}
\end{equation*}
$$

it is straightforward to prove that:

$$
\begin{align*}
\chi_{1}^{T} \gamma_{(m} \cdot \underline{j} \cdot \gamma_{n)} \chi_{2} & = \pm|a|^{2} e^{\Phi} *_{10}\left(2 g_{k(m}\left\langle\mathrm{d} x^{k} \wedge \iota_{n)}(\mathrm{d} t \wedge \omega), j\right\rangle-g_{m n}\langle\mathrm{~d} t \wedge \omega, j\rangle\right),  \tag{E.17}\\
\chi_{1}^{T} \gamma_{[m} \cdot \underline{j} \cdot \gamma_{n]} \chi_{2} & =\mp|a|^{2} e^{\Phi} *_{10}\left(\langle\mathrm{~d} t \wedge \omega, j\rangle_{8}+\left\langle\mathrm{d} t \wedge \omega, *_{9} \sigma(j)\right\rangle_{8}\right)_{m n} \tag{E.18}
\end{align*}
$$

for IIA/IIB. It can be shown that the second term on the right-hand side of eq. (E.18) above vanishes identically for static calibrated sources. Let us also note the following relation:

$$
\begin{equation*}
\left(\chi_{1}^{T} \underline{j} \chi_{2}\right)=-|a|^{2} e^{\Phi} *_{10}\langle\mathrm{~d} t \wedge \omega, j\rangle \tag{E.19}
\end{equation*}
$$

which can be arrived at either directly, or by contracting (E.17) with $g^{m n}$.

## F. Integrability of GKP vacua

Let us first note some useful relations. The ISD condition (2.3a) together with the six dimensional Hodge-duality of the gamma matrices

$$
\begin{equation*}
*_{6} \gamma^{(n)}=-i(-)^{\frac{1}{2} n(n-1)} *_{6} \gamma^{(6-n)} \gamma_{(6)} \tag{F.1}
\end{equation*}
$$

where $\gamma_{(6)}$ is the six-dimensional chiral operator defined in appendix A.3, imply that

$$
\begin{equation*}
\not F_{3} \lambda_{ \pm}= \pm i e^{-\Phi} \not H \lambda_{ \pm} \tag{F.2}
\end{equation*}
$$

for any six-dimensional Weyl spinor $\lambda_{ \pm}$, where the subscript denotes the chirality. Similarly from (2.3b) and the definition of $\tau$ we obtain

$$
\begin{align*}
& \frac{i}{4} e^{\Phi}\left(\not F_{1}+\not F_{5}\right) \lambda_{+}=\left(\frac{i}{4} e^{\Phi} \not \partial \tau-\not \partial A\right) \lambda_{+} \\
& \frac{i}{4} e^{\Phi}\left(\not F_{1}+\not F_{5}\right) \lambda_{-}=\left(\frac{i}{4} e^{\Phi} \not \partial \bar{\tau}+\not \partial A\right) \lambda_{-} \tag{F.3}
\end{align*}
$$

In the GKP background the six-dimensional spinors $\eta_{1,2}$ are related via $\eta:=\eta_{1}=i \eta_{2}$. Moreover $\eta$ is related to the unimodular spinor $\hat{\eta}$ of the underlying six-dimensional manifold through $\eta=e^{\frac{A}{2}} \hat{\eta}$, where $A$ is the warp factor appearing in (2.1). The holomorphy condition (2.3d) implies

$$
\begin{align*}
& \not \partial \tau \eta=0 \\
& \not \partial \bar{\tau} \eta=2 i e^{-\Phi} \not \partial \Phi \eta \tag{F.4}
\end{align*}
$$

where we have taken into account that $\gamma_{m} \eta$ is holomorphic ${ }^{71}$ with respect to the almost complex structure constructed out of $\hat{\eta}$ and the (unwarped) metric $\hat{g}$ of (2.1). It is also useful to note that $\eta$ obeys the Killing equation

$$
\begin{equation*}
\hat{\nabla}_{m} \eta=\left(\frac{1}{2} \partial_{m} A+\frac{i}{4} e^{\Phi} F_{m}\right) \eta \tag{F.5}
\end{equation*}
$$

[^51]from which it follows that
\[

$$
\begin{equation*}
\nabla_{m} \eta=\frac{1}{4}\left\{(2 \not \partial A-\not \partial \Phi) \gamma_{m}+i e^{\Phi} \partial_{m} \tau\right\} \eta \tag{F.6}
\end{equation*}
$$

\]

where $\hat{\nabla}$ and $\nabla$ are associated with the metrics $\hat{g}$ and $g$, respectively. The $\mathrm{SU}(3)$ structure corresponding to $(\hat{\eta}, \hat{g})$ can be specified equivalently by the data $(\hat{J}, \hat{\Omega})$, where the associated Kähler form is given in (2.2) and the $(3,0)$ form $\hat{\Omega}$ is related to the normalized holomorphic form $\Omega_{0}$ of (2.2) through $\hat{\Omega}=e^{-\frac{\Phi}{2}} \Omega_{0}$.

Taking the above as well as eqs. (2.3) into account, a direct computation involving some standard gamma-matrix algebra reveals that the right-hand side of (11.22) is equal to

$$
\begin{equation*}
(r \not \partial \Phi-3 r \not \partial A+\not \partial r) \eta^{*} \tag{F.7}
\end{equation*}
$$

where $r$ is defined through

$$
\begin{equation*}
\frac{1}{4} \not / H \eta=-r \eta^{*} \tag{F.8}
\end{equation*}
$$

Similarly, the right-hand side of eq. (11.23) can be evaluated to give

$$
\begin{equation*}
-\frac{1}{2} \gamma_{n}(r \not \partial \Phi-3 r \not \partial A+\not \partial r) \eta^{*} \tag{F.9}
\end{equation*}
$$

On the other hand, using the fact that $|\hat{\Omega}|^{2}=8$, where the measure is computed in the unwarped metric $\hat{g}$, the above equation can be written equivalently as

$$
\begin{equation*}
H^{0,3}=-\frac{1}{2} r e^{\Phi-3 A} \Omega_{0}^{*} \tag{F.10}
\end{equation*}
$$

The Bianchi identity for the NS three-form and the fact that $\Omega_{0}$ is closed imply that

$$
\begin{equation*}
\partial^{+}\left(r e^{\Phi-3 A}\right) \wedge \Omega_{0}^{*}=0 \tag{F.11}
\end{equation*}
$$

where $\partial^{+}$is the projection of the exterior differential to its holomorphic part. It then follows from the above equation and the fact that $\gamma_{m} \eta^{*}$ is antiholomorphic, that the expressions (F.7), (F.9) vanish.

Finally, the expression in the curly brackets on the right-hand side of eq. (11.24) can be seen to be equal to

$$
\begin{equation*}
-2 r \not \partial A \eta^{*} \tag{F.12}
\end{equation*}
$$

The contraction with $\eta^{\dagger}$, and therefore the right-hand side of (11.24), then vanishes by virtue of the fact that the bilinear $\eta^{\dagger} \gamma_{m} \eta^{*}$ vanishes for any six-dimensional gamma-matrix $\gamma_{m}$. This concludes the proof that the GKP background satisfies the integrability conditions (11.22), (11.24), or equivalently, conditions (11.20), (11.21).
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[^0]:    ${ }^{1}$ The conditions characterizing warped CY solutions with constant dilaton were previously found in (2). See also [3] for earlier, related (albeit supersymmetric) solutions.

[^1]:    ${ }^{2}$ Let us emphasize that such backgrounds a priori exist without the calibrated probe D－branes on top of them，i．e．they are consistent closed string supergravity backgrounds by themselves．One may then add space－time filling BPS probe D－branes on top of them for model－building applications．In such cases one gets additional consistency relations，like $R R$ tadpole conditions，which for compact examples can be solved by introducing appropriate orientifold geometries．See｜7］for recent reviews on this subject．
    ${ }^{3}$ For applications of GCG to string theory see［8］and references therein．

[^2]:    ${ }^{4}$ Differently from more traditional calibrations 17], the calibrations of 15, 6, 16] allow to consider D-branes with non-trivial world-volume fluxes and networks thereof.
    ${ }^{5}$ It may seem surprising at first sight that calibrations play such an important role in $\mathcal{N}=0$ vacua. Note, however, that they are related to the BPS bound for D-branes, which can also be present in absence of supersymmetry. Using calibrations in $\mathcal{N}=0$ vacua is a novel feature of the present analysis that, to the best of our knowledge, has not been considered before in the string theory literature.

[^3]:    ${ }^{6}$ We are using conventions which differ from [1] in the definition of $\mathcal{G}_{3}$ and the Bianchi identities. Our conventions are related to the ones in [1] via $H \rightarrow-H$.
    ${ }^{7}$ In the warped Calabi-Yau case with constant dilaton, the conditions (2.3) were first found in [8].
    ${ }^{8}$ That is, those (1,2)-forms that can be written as $\hat{J} \wedge \alpha$ with $\alpha$ a non-trivial closed ( 0,1 )-form.

[^4]:    ${ }^{9}$ Condition $(2.8 \mathrm{~b}$ also has a 4 D interpretation as D-flatness of the $\mathrm{U}(1)$ gauge bosons arising from the bulk [9]. So when it is satisfied we have pure F-term SUSY-breaking.
    ${ }^{10}$ For simplicity, we do not indicate possible curvature corrections to the DBI and CS actions. In BPS saturated expressions, they can be always reintroduced through the substitution $e^{\mathcal{F}} \rightarrow e^{\mathcal{F}} \wedge$ (curv. corr.).

[^5]:    ${ }^{11}$ More precisely, inside its same generalized homology class 16.

[^6]:    ${ }^{12}$ Our analysis below will be general and, in many aspects, independent of whether our 10D background leads to a 4D effective theory or not. For phenomenological purposes, however, it is useful to assume a 10D $\rightarrow 4 \mathrm{D}$ compactification.
    ${ }^{13}$ Strictly speaking, the vanishing of the D-term in GKP vacua is ensured when the internal space is a compact CY. See 21] for the discussion of a non-compact example with non-vanishing D-term.

[^7]:    ${ }^{14}$ An exception is $\mathrm{AdS}_{4}$-compactifications on nilmanifolds and coset-manifolds, where the warping is constant and the spectrum of light fields can be explicitly worked out 27.
    ${ }^{15}$ Here $\Delta \epsilon_{i}$ is not the usual dilatino variation, but rather the modification defined in (A.17).

[^8]:    ${ }^{16}$ With our Clifford algebra conventions of appendix A we can choose $U$ to be a real $8 \times 8$ matrix.
    ${ }^{17}$ For an explicit construction of $\Lambda$ in terms of $U$, see e.g. section 3 of the second paper in 29.
    ${ }^{18}$ In fact, these would be eight real functions, since $U$ is in general point-dependent.

[^9]:    ${ }^{19}$ Recall that $\sigma$ is the operator that reverses the order of the indices of a form.

[^10]:    ${ }^{20}$ We recall that the Clifford action of a generalized vector $\mathbb{X}=X+\xi \in T_{\mathcal{M}_{6}} \oplus T_{\mathcal{M}_{6}}^{*}$ on a $\mathrm{SO}(6,6)$ spinor (i.e. a polyform) $\alpha$ is given by $\mathbb{X} \cdot \alpha:=\iota_{X} \alpha+\xi \wedge \alpha$.
    ${ }^{21}$ Let us recall that, if $\mathbb{X}=X+\xi$ and $\mathbb{Y}=Y+\chi$, their twisted Courant bracket is given by $[\mathbb{X}, \mathbb{Y}]_{C}^{H}=$ $[X, Y]+\mathcal{L}_{X} \chi-\mathcal{L}_{Y} \xi-\frac{1}{2} \mathrm{~d}\left(\iota_{X} \chi-\iota_{Y} \xi\right)+\iota_{X} \iota_{Y} H$.

[^11]:    ${ }^{22}$ See, e.g., [28] for definitions and properties of Lie algebroids and Dirac structures in the GCG context.
    ${ }^{23}$ The fact that $(\Pi, R)$ is an almost generalized complex foliation could be taken as the only assumption made for this construction, since 3.23 automatically implies that $\left\langle\operatorname{Im} \Psi_{2}, \tilde{\jmath}_{(\Pi, R)}\right\rangle=0$, and this provides the additional D-flatness condition that implies that $(\Pi, R)$ is calibrated [6, 20].

[^12]:    ${ }^{24}$ In some particular cases one may hope to construct such potential from a 4 D effective Kähler potential and superpotential, a practice largely followed in the literature. However, as argued above this strategy is not fully reliable in general situations.

[^13]:    ${ }^{25}$ In order to simplify the expressions to follow, we work in units of $2 \pi \sqrt{\alpha^{\prime}}=1$, so that all D-brane tensions are equal. The dimensionful expressions can be easily obtained by reinstating $2 \pi \sqrt{\alpha^{\prime}}$, as in section [7. Furthermore, we are neglecting anomalous curvature-like corrections to the D-brane and O-plane contribution not to clutter the notation. They can be easily added without affecting the results of the discussion.

[^14]:    ${ }^{26}$ For O-planes one should set $\mathcal{F}=0$ and, despite their contribution to the supergravity action, they should not be seen as dynamical objects of the compactification.
    ${ }^{27}$ In (4.2) we are omitting kinetic terms for the internal fields since we are only considering configurations where they are constant along the 4D directions.

[^15]:    ${ }^{28}$ The square of a polyform is the sum of the squares of its components of definite degree, as defined in appendix A, before eq. (A.3). The same rule applies to the absolute value squared $|\ldots|^{2}$, defined after eq. (A.3), that will be used below.

[^16]:    ${ }^{29}$ By that we mean a form where the derivatives act only on the pure spinors. In fact, the residual dependence on the metric contained in the Hodge star can be eliminated by decomposing the forms in the generalized Hodge decomposition defined by the pure spinors: a decomposition in $\pm i$-eigenspaces of $\tilde{*}_{6}$ (see, e.g., the appendix $A$ of $\phi]$.

[^17]:    ${ }^{30}$ To show $(4.20)$ one should take the following identity into account: $\Omega_{m n p}^{(2)}=-\Lambda^{s}{ }_{m} \Lambda^{q}{ }_{n} \Lambda^{r}{ }_{p} \Omega_{s q r}^{(1)}$, which is a consequence of (3.8) and (3.10).

[^18]:    ${ }^{31}$ For example, in the $\mathrm{SU}(3)$-structure GKP case with underlying Calabi-Yau geometry, vector-like zeromodes are excluded.

[^19]:    ${ }^{32}$ We will generalize the first two features in section 10.

[^20]:    ${ }^{33}$ Strictly speaking this is not true, as $t$ and $\mathcal{Z}$ do not contain the $B$-field information. The full NS sector information is contained in the twisted version of $t$ and $\mathcal{Z}$, denoted $t^{\text {tw }}$ and $\mathcal{Z}^{\text {tw }}$. By twisting of a polyform we mean the operation $\omega \rightarrow e^{-B} \omega$, so that the $\mathrm{d}_{H}$ differential becomes the ordinary exterior derivative. Also, it is $\mathcal{Z}^{\text {tw }}$ and the complexification of Ret $t^{\text {tw }}$ that should be considered as 4D chiral fields, and not their untwisted counterparts. These untwisted spinors have however the nice property of being globally well-defined, so in the following we will express everything in terms of them. One may express everything in terms of $t^{\text {tw }}$ and $\mathcal{Z}^{\text {tw }}$ at any time by also replacing $\mathrm{d}_{H}$ by d . We refer the reader to (9) for further details on the 4 D relevance of twisted spinors.
    ${ }^{34}$ The polyform $G$ in (5.5) is related to $\mathcal{G}$ defined in (2.21) by $\mathcal{G}=G+4 i \mathrm{~d} A \wedge \operatorname{Re} t$ and thus in (5.6) and (5.7) below one may substitute $G$ with $\mathcal{G}$. Furthermore, notice that $\mathcal{G}$ and $G$ coincide in the approximation of constant warping.

[^21]:    ${ }^{35}$ This local structure may be seen as a warped $\mathcal{N}=1$ version of the local $\mathcal{N}=2$ structure discussed in 36 for flux compactifications with approximatly constant warp-factor.

[^22]:    ${ }^{36}$ See also 37] for a similar analysis that uses the $\mathcal{N}=2$ formalism of 36, assuming approximately constant warping.

[^23]:    ${ }^{37}$ The reader should not be confused here. We name $\mathcal{D} W$ ' F -term density' not because it is a density for the F-term $\mathcal{D} \mathcal{W}$, but because it is defined in terms of the densities $W$ and $N$.

[^24]:    ${ }^{38}$ When using this $\mathcal{N}=2$ terminology, we are being inevitably sloppy. As already mentioned, it can really be used only in the constant warp-factor approximation. For example, the $\delta \mathcal{Z}_{(3)}$ fluctuation is unphysical in that limit 36 and does not really correspond to any vector multiplet.

[^25]:    ${ }^{39}$ In this section we assume that the foliations characterizing the one-parameter DWSB vacua of section 3.2 are fibrations of the internal space.

[^26]:    ${ }^{40}$ We will not reproduce all of the constructions of 10], since several of them do not fit into the DWSB ansatz of section 2. Indeed, for some cases in [10] tachyonic adjoint fields are found in the D-brane worldvolumes, something that is forbidden from the very beginning by our gauge BPSness condition (2.20a).
    ${ }^{41}$ By Kähler form we mean the (1,1)-form associated with the almost complex structure $J^{m}{ }_{n}$ as in A.25), and which may or may not be closed. While we denote both objects (two-form and complex structure) by the same symbol, it should be clear to which one we refer from the context.

[^27]:    ${ }^{42}$ Recall that the ISD condition on a three-form implies that it only has pieces $(0,3),(2,1)_{\text {prim }}$ and $(1,2)$ of the form $\eta^{0,1} \wedge J$.

[^28]:    ${ }^{43}$ Here and in the following examples with $R=0$, it is useful to note that $3 \operatorname{Re} \Psi_{1}-\frac{1}{2} \Lambda^{m n} \gamma_{m} \operatorname{Re} \Psi_{1} \gamma_{n}=$ $4\left(\operatorname{Re} \Psi_{1}-\mathrm{dVol}_{\Pi}\right)$ when $R=0$, as follows from (3.7) and 3.16.

[^29]:    ${ }^{44}$ Another possibility would be given by coisotropic five-dimensional fibers

[^30]:    ${ }^{45}$ See 40, 42 for examples with more complicated geometries.

[^31]:    ${ }^{46}$ Such interpolating ISD form also appears in the supergravity description of non-geometric backgrounds 46], which as discussed in appendix D are another example of magnetized backgrounds, and in interpolating $\mathrm{SU}(3)$ solutions in the sense of 47].

[^32]:    ${ }^{47}$ In this section we recover the $2 \pi \sqrt{\alpha^{\prime}}$ factors neglected in the rest of the paper.
    ${ }^{48}$ We could also consider a richer NS ansatz by giving a more complicated metric to $\mathcal{B}_{4}$, by turning on a closed $B$-field, etc. but we are ignoring such possibilities for the sake of simplicity.

[^33]:    ${ }^{49}$ Such kind of projectors arise in the fermionic action of D-branes, as discussed in next section. In particular, note that the projection condition $P_{-}^{\Pi_{2}} \epsilon=0$ amounts to

    $$
    \epsilon_{1}=i, \hbar_{\Pi_{2}} \gamma_{(6)} \epsilon_{2}=i \Gamma^{41} \gamma_{(6)} \epsilon_{2}=\Gamma_{O 5, \Pi_{2}} \epsilon_{2}
    $$

[^34]:    ${ }^{50}$ We choose $N_{\mathrm{NS}}, N_{\mathrm{R}} \in 2 \mathbb{Z}$ in order to avoid subtleties with the charge quantization condition 22 .

[^35]:    ${ }^{51}$ Additional contributions such as those induced by anomaly mediation will of course be present and, as pointed out in 53], they may be comparable to the moduli mediated ones. In the following we will focus on the tree-level computation of moduli mediated soft-term masses, leaving the analysis of other contributions for future work.

[^36]:    ${ }^{52}$ We set the orientation by imposing $\left.\int_{\Sigma} \omega^{(\text {sf })}\right|_{\Sigma} \wedge e^{\mathcal{F}} \geq 0$ and change the sign of the CS term.
    ${ }^{53}$ The deformations of calibrated configurations have been studied in (31.

[^37]:    ${ }^{54}$ Here we are making the (often reasonable) assumption that the masses of the fluctuations preserving the pseudo-calibration conditions are much lower then the masses of the 'KK-modes' violating it.
    ${ }^{55}$ In the fluxless CY case, $\lambda$ would be the true gaugino associated with the $\mathcal{N}=1 \subset \mathcal{N}=2$ bulk supersymmetry preserved by the $\overline{\mathrm{D}}$-brane. In the presence of fluxes such supersymmetry is no longer there.

[^38]:    ${ }^{56}$ Alternatively, it should be possible to obtain these couplings by direct expansion of the background superfields in the superspace D-brane actions 66, see e.g. 67.

[^39]:    ${ }^{57}$ Recall that in the democratic formalism the Bianchi identities of the dual RR fields correspond, after implementing the self-duality condition, to the equations of motion of the original fields.

[^40]:    ${ }^{58}$ For simplicity, we avoid to explicitly write down the higher-order corrections, which can be easily included in the present formalism.

[^41]:    ${ }^{59}$ The condition (11.14) is automatically satisfied if $\epsilon$ is a Killing spinor [11], up to some additional mild assumptions.

[^42]:    ${ }^{60}$ In 11.20 ) and (11.21) the $\epsilon^{i}$ 's are given by (11.10. One could write the spinor contraction in a convention-independent form by replacing $\epsilon^{i}$ on the left with $\bar{\epsilon}^{i} \Gamma_{0}$. In addition, it has to be remembered that in this case the $\epsilon^{i}$ 's are commuting ten-dimensional spinors.

[^43]:    ${ }^{61}$ Non-supersymmetric solutions of the form $\operatorname{AdS}_{4} \times \mathcal{M}_{6}$, where $\mathcal{M}_{6}$ is a six-dimensional complex manifold, were also constructed in [72]. These are different from the solutions presented here: the nearly-Kähler solutions use an almost complex structure on $\mathcal{M}_{6}$ which is not integrable. It would be interesting to examine whether the non-supersymmetric $\mathrm{AdS}_{4}$ vacua of four-dimensional effective supergravity considered in 49 admit a ten-dimensional lift to the solutions presented here.

[^44]:    ${ }^{62}$ The ten dimensional Hodge-star operator $*_{10}$ is defined by

    $$
    { }_{10} \omega_{p}=-\frac{1}{p!(10-p)!} \sqrt{-g} \epsilon_{M_{1} \ldots M_{10}} \omega^{M_{11}-p \ldots M_{10}} \mathrm{~d} x^{M_{1}} \wedge \ldots \wedge \mathrm{~d} x^{M_{10-p}}
    $$

[^45]:    ${ }^{63}$ On non-spinorial quantities, we use both $\overline{(\ldots)}$ and $(\ldots)^{*}$ interchangeably to indicate the ordinary complex conjugation. On the other hand, on ordinary spinors $\overline{(\ldots)}$ denotes the Dirac conjugate.

[^46]:    ${ }^{64}$ The six-dimensional Hodge-star is defined as

    $$
    *_{6} \omega_{p}=\frac{\sqrt{g}}{p!(6-p)!} \epsilon_{m_{1} \ldots m_{6}} \omega^{m_{7-p} \ldots m_{6}} d y^{m_{1}} \wedge \ldots \wedge d y^{6-p}
    $$

[^47]:    ${ }^{66}$ Note that our conventions are different from the ones used in 33 and the appropriate changes have to be taken into account.

[^48]:    ${ }^{67}$ Our discussion is local and we completely ignore global topological issues.
    ${ }^{68}$ Note that $Q_{ \pm}$here corresponds to $Q_{\mp}^{-1}$ in 29.

[^49]:    ${ }^{69}$ Here we give the details of the computation for IIA. The proof for the IIB case is completely analogous.

[^50]:    ${ }^{70}$ We have found the symbolic gamma-matrix algebra program 83 to be very useful.

[^51]:    ${ }^{71}$ The reader may find it useful to consult appendix B of for some relevant formulæ.

